IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received May 21, 2021, accepted June 6, 2021, date of publication June 14, 2021, date of current version June 23, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3089358

Severity Assessment of Social Anxiety
Disorder Using Deep Learning Models
on Brain Effective Connectivity

ABDULHAKIM AL-EZZI“', NORASHIKIN YAHYA, (Member, IEEE),
NIDAL KAMEL"“', (Senior Member, IEEE), IBRAHIMA FAYE ', (Senior Member, IEEE),
KHALED ALSAIH 2, (Member, IEEE), AND ESTHER GUNASELI?

I Centre for Intelligent Signal and Imaging Research (CISIR), Electrical and Electronic Engineering Department, Universiti Teknologi PETRONAS, Seri Iskandar
32610, Malaysia

2Université de Lyon, UIM-Saint-Etienne, CNRS, IOGS, Laboratoire Hubert Curien UMR5516, F-42023 Saint-Etienne, France

3Psychiatry Discipline Sub Unit, Universiti Kuala Lumpur Royal College of Medicine Perak, Ipoh 30450, Malaysia

Corresponding author: Norashikin Yahya (norashikin_yahya@utp.edu.my)

This work was supported in part by the Ministry of Higher Education Malaysia under Higher Institutional Centre of Excellence (HICoE)
Scheme awarded to Centre for Intelligent Signal and Imaging Research (CISIR), and in part by the Yayasan Universiti Teknologi
PETRONAS under Grant YUTP-FRG 015LC0-292.

This work involved human subjects or animals in its research. Approval of all ethical and experimental procedures and protocols was
granted by the Medical Research Ethics Committee of the Royal College of Medicine Perak, Kuala Lumpur University, under Approval
No. UniKLRCMP/MREC/2019/065, and performed in line with the Helsinki Declaration.

ABSTRACT Neuroimaging investigations have proven that social anxiety disorder (SAD) is associated with
aberrations in the connectivity of human brain functions. The assessment of the effective connectivity (EC)
of the brain and its impact on the detection and medication of neurodegenerative pathophysiology is hence a
crucial concern that needs to be addressed. Nevertheless, there are no clinically certain diagnostic biomarkers
that can be linked to SAD. Therefore, investigating neural connectivity biomarkers of SAD based on deep
learning models (DL) has a promising approach with its recent underlined potential results. In this study,
an electroencephalography (EEG)-based detection model for SAD is constructed through directed causal
influences combined with a deep convolutional neural network (CNN) and the long short-term memory
(LSTM). The EEG data were classified by applying three different DL models, namely, CNN, LSTM, and
CNN + LSTM to discriminate the severity of SAD (severe, moderate, mild) and healthy controls (HC) at
different frequency bands (delta, theta, alpha, low beta, and high beta) in the default mode network (DMN)
under resting-state condition. The DL model uses the EC features as input, which are derived from the
cortical correlation within different EEG rhythms for certain cortical areas that are more susceptible to SAD.
Experimental results revealed that the proposed model (CNN + LSTM) outperforms the other models in SAD
recognition. For our dataset, the highest recognition accuracies of 92.86%, 92.86%, 96.43%, and 89.29%,
specificities of 95.24%, 95.24%, 100%, and 90.91%, and sensitivities of 85.71%, 85.71%, 87.50%, and
83.33% were achieved by using CNN + LSTM model for severe, moderate, mild, and HC, respectively. The
fundamental contribution of this analysis is the characterization of neural brain features using different DL
models to categorize the severity of SAD, which can represent a potential biomarker for SAD.

INDEX TERMS Effective connectivity network, convolutional neural networks (CNNs), social anxiety
disorder (SAD), default mode network (DMN), deep learning models, partial directed coherence (PDC),
electroencephalogram (EEG), human brain mapping.

I. INTRODUCTION appraisal or criticism in social events [1]. SAD is primar-
Social anxiety disorder (SAD) is a widespread and debil- ily diagnosed based on clinical indications and medical
itating syndrome marked by anxious emotions of negative biomarkers, but its pathophysiology is mostly uncharted.

Therefore, it is necessary to recognize efficient and the-
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matic biomarkers to differentiate individuals with SAD from

approving it for publication was Vishal Srivastava. healthy controls (HCs) and other anxiety disorders [2].
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Human psychological SAD can be quantified using subjec-
tive and quantitative assessments. Subjectively, the severity
of SAD is evaluated using surveys (created by the specialists)
or interviews performed by an experienced psychologist [3].
Quantitatively, SAD is perceived using somatic, clinical, and
biological techniques. Symptoms can be evident in the form
of facial indications, eye blinking rates, and dilated pupils
in the physical measurements of SAD [4]. Currently, SAD
is commonly identified on the basis of clinical symptoms,
self-assessment reports, and pathophysiology, which may
either be inaccurate or falsely reported. Therefore, it is impor-
tant to utilize effective and appropriate measures to charac-
terize the severity of SAD. Different biomarkers including
heart rate (HR) and electrocardiogram (ECG), electroder-
mal response, and EEG were used to assess the severity of
SAD [5].

Recently, resting-state functional magnetic resonance
imaging (MRI) has gained significant popularity in investi-
gating mental illness states. The fMRI mechanism not only
managed to overcome possible drawbacks correlated with
task frameworks in other modalities but also it is likewise
fairly straightforward. However, fMRI is relatively costly and
has a poor temporal resolution compared to other modalities,
and its data are highly sensitive to head movements. Alter-
natively, the data provided by EEG presents an instantaneous
measure of the underlying neural activities with a high tem-
poral resolution of few milliseconds. These unique charac-
teristics, in addition to being non-invasive and cost-effective,
makes EEG a preferable module for studying the electrophys-
iological and cognitive states of the human brain [6], [7].

Traditionally, neuroscientists have often used superficial
models, for example, support vector machine (SVM)), as clas-
sifiers for the identification of emotional states (e.g., SAD)
and for performing certain analyses [8]. However, when con-
fronted with challenging classification tasks, these superficial
models have some restrictions on understanding the intrin-
sic features of training data [9]. Recently, in many fields,
the DL approach has been used widely to recognize features
and effectively identify different types of data. Convolutional
neural networks (CNNs) are responsive to spatially dispersed
influences and can be applied to estimate the categorical data,
segregating patients with SAD from HCs, and prognosticat-
ing the severity of SAD bio-indexes at individual levels [10].
There are various DL architectures, such as deep belief net-
works, recurrent neural networks (RNN), CNN, and LSTM.
Primarily, a DL model is used to reduce the size of the EEG
data and then convert them into new descriptions without
any noticeable loss of intrinsic information. Several studies
have used CNN models in various types of EEG classification
tasks, such as emotional discrimination [11], time-frequency
analysis [12], epileptic seizure classification [13], and Parkin-
son’s disease [14]. Another study has briefly clarified that a
CNN with its deep feed-forward design exhibits a superior
capability to generalize as compared to a CNN with fully
connected layer networks [15]. Owing to the high perfor-
mance in image classification, identification of objects, brain
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seizure detection, speech identification, diabetic retinopathy,
and other applications, CNNs are being increasingly used
in numerous fields [15]. Consequently, the integration of
emotional identification and deep models is believed to be a
promising research subject for the improvement of emotional
recognition accuracy and practicability [16]. In addition to
CNN, Long short-term memory (LSTM) is an artificial RNN
model applied in the domain of DL models. In contrast
to the other DL models, LSTM processes the entire series
of data (such as continuous EEG) [17]. The only reported
analysis on LSTM is that of [18], which is restricted to only
two data classifications (SAD and depression data); more-
over, it was applied to speech audio data and not to EEG
data. Thus far, to the best of our knowledge, no EC studies
have been reported on the implementation of DL models
to determine the severity of patients with SAD from HCs.
Such research is essential to examine whether data for EC
obtained using PDC could serve as a therapeutic diagnostic
technique of SAD, with assertiveness on early medication.
Features derived from the PDC, a linear measurement of
EC is used in the automatized prediction of three classes of
SAD versus HC using the CNN + LSTM deep model, thus
resulting in high classification accuracy [19]. We applied a
deep CNN model to classify the three classes of SAD (severe,
moderate, and mild), and HC, in which convolution and
atrous convolution operations were performed considering
one LSTM layer utilized. The presentation of the proposed
deep model is explained in sectionIV. It should be noted
that as compared to the ML models, DL has considerably
enhanced the performance of many classification models.
Previous studies have reported different FC of SAD patients
as compared to HCs [20]. Therefore, we hypothesized that EC
data and deep models could also be used as a possible index to
differentiate between the classes of SAD and HC. In addition,
we also hypothesized that abnormal resting-state EC may
be implicated in the social cognition process and emotional
regulation. We expected that by investigating the DMN brain
in particular, we might be able to gain sufficient knowl-
edge to advance our understanding of the pathophysiology
of SAD.

The primary aim of this study is to extend the previous
literature by utilizing the CNN + LSTM classification model
with effective neural brain information in the DMN. Further,
we examined the possibility of a correlation between DMN
brain regions that largely assisted in high accuracy classifi-
cation and symptom severity in the SAD groups. The chosen
features were utilized to identify the perceived SAD into three
different classes and compare them with HCs. The central
contributions of this research are as follows:

1) A new collection of EEG dataset comprises 22 HC
subjects, 22 mild, 22 moderate, and 22 severe SAD
subjects, respectively, which will be made publicly
available for further studies on SAD and mental
health-related conditions.

2) Development and evaluation DL models for 3-class
classification of SAD severity level based on effective
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connectivity of cortical regions in DMN extracted from
EEG signals.

The remainder of this paper is structured as follows.
Section II describes the resting-state and DMN, presenting
the cortical regions involving in. Section III is discussing the
concept of effective connectivity in neuroscience. Section IV
describing the data preprocessing procedure that is applied to
raw EEG data, along with an explanation of the mechanism
for computation of the EC matrices. Moreover, the methodol-
ogy for the features extraction is also presented in addition to
an explanation of the raw EEG data utilized in this research
and of how these attributes were converted into multidimen-
sional images as CNN input using the proposed CNN +
LSTM architectures. Section V presents the statistical analy-
sis and experimental results. The discussion along with study
limitations also were discussed in the same section V. Finally,
the paper conclusion is presented in Section VI.

Il. DEFAULT MODE NETWORK

Neuroscience suggests that the DMN is able to contribute
to the neuropsychological investigation of cognitive and
social functionality, which can assist in delineating the neu-
ral biomarkers of SAD. The DMN is evidenced to play a
major role in coordinating cognitive processing, such as self-
reflection, retrieval of memories, and many functions that
are known intuitionally as mind-wandering [21], [22]. DMN
impairment is found to be involved in some mental pathology
conditions, including autism [23], Alzheimer’s disease [24],
and depression [25]. Moreover, this dysfunction can serve as
the foundation of self-information regulation and emotional
process bias in the SAD [26]. The resting-state functional
connectivity (FC) features in the DMN of SAD patients and
HCs were compared and the findings revealed that the FC
between different cortical regions in the aged people was
greater than in the youths [19]. Furthermore, the influence of
SAD on the prefrontal brain was estimated using structural
and functional MRI studies [27]. Specifically, in HCs and
SAD individuals, a variance was observed in the resting-state
FC between the hippocampus and the limbic-prefrontal cir-
cuit in the DMN network [28]. The DMN has revealed
greater connectome in the resting-state when an individual
was more focused internally rather than externally or on
attention-demanding tasks [29].

Ill. EFFECTIVE CONNECTIVITY

The effective connectivity in resting-state (absence of any
external stimuli) is a robust and definitive analysis technique
in which the concurrent activities of brain neurons can be
investigated without any stimuli [30], [31]. The DMN is
one of the optimum networks that are frequently recognized
in resting-state EC studies. The dominant regions of the
DMN imply the medial prefrontal cortex (mPFC), poste-
rior cingulate cortex (PCC)/precuneus, and lateral parietal
cortex (LPC) [22], [32]. Originally, essential regions within
the DMN, i.e., mPFC, Anterior cingulate cortex (ACC),
PCC, and insular [33] are prime for emotional regulation
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processing, because they represent these neural circuits as
putative candidates for the investigation of emotion regula-
tion aberration in SAD. Several SAD analyses have revealed
resting-state connectivity aberration in the brain regions
within the DMN [34], [35] and the amygdala connectivity
in patients with SAD [36], [37]. A review on resting-state
neuroimaging in SAD [38] exhibited wide connectome varia-
tions between limbic areas and DMN regions correlated with
SAD. They concluded that future analyses are recommended
for studying the connectivity alterations within the DMN in
subjects with SAD. Contemporary studies showed decreased
functional fMRI connectivity in the right mPFC, dorsolat-
eral prefrontal cortex (DLPFC), precuneus, and the right
inferior parietal gyrus compared with HCs (DMN regions),
thus indicating that SAD is accompanied by dysfunction
in cognitive processing [39]-[41]. FC examines the statisti-
cal dependencies between the estimated neurophysiological
activities. Conversely, EC indicates the effect that a neu-
ron exceeds another using the connection model of causal
brain flow. Furthermore, EC is always directed and relies
on an evident model of causal effects. Generally, EC is
estimated using either variance (discrete-time) or differentia-
tion (continuous-time) equations. The most common method
of obtaining EC is the dynamic causal modeling (DCM)
[42]-[44]. In this approach, causality is engrained in the
model, wherein the oscillations in hidden neurons affect the
alterations in other neurons. For instance, in certain regions,
the oscillations in neurophysiological signals are influenced
by information from other regions. Granger causality (GC),
which identifies directed connections from time-series data,
presents itself as an effective and widely used statistical
method that locates natural implementation in neuroscience
studies. EC is commonly estimated using different tools,
including DCM, [45], phase slope index [46] partial directed
coherence (PDC), and directed transfer function (DTF). PDC
and DTF are frequency-domain methods based on the mul-
tivariate autoregressive model (MVAR) and the principle of
GC [45], [47]-[49]. In this analysis, we have applied PDC
to estimate the directed coherence between two signals while
neglecting the volume conduction (insensitive to noise).

In this study, we used EEG signals to explore the severity
of SAD through variations in the information flow between
different regions of the brain in the DMN. These variations
in the EC over the DMN regions were fed into a specially
designed DL network for the assessment of SAD severity into
four levels (HC, mild, moderate, and severe).

IV. MATERIALS AND METHODS

In this section, we explain the adopted methods during the
preparation of the original EC matrices, the transformation
of sensory information into cortical DMN activity, the source
reconstruction, and the measures are taken to increase the
number of appropriate social anxiety patterns to achieve
improved classification accuracy. We also discussed the
participants’ information, the experimental paradigm, data
acquisition, and data preprocessing, respectively.
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A. PARTICIPANTS

We recruited 89 participants from 502 respondents who
recorded their self-assessment reports of the SIAS. Both gen-
ders were included in the experiment to generalize the results
of the research and to validate the data findings of our analy-
sis. All subjects were assessed using the SIAS scale to deter-
mine the severity state of SAD. Accordingly, the participants
were assigned to four different categories: HC (SAIS score
< 20), mild (SIAS score < 40), moderate (SIAS score < 60),
and severe (SIAS score 60). Later, one subject was excluded
due to data acquisition problems. Age did not exhibit any
significant differences between the groups, F (1, 87) = 2,664,
p = 054, n*> = 0.093. All participants were right-handed (to
generalize hemisphere dominance), mentally and physically
healthy, with no signs of brain damage. None of the respon-
dents had any history of psychiatric, neurological, or surgical
disabilities, which may impair brain function or metabolic
functions. During the recruitment process at the time of
the EEG session, no subjects were found to receive any
pharmacological or psychotherapeutic medication. Accord-
ing to self-reports, all participants had a normal or corrected-
to-normal vision. A single sheet including all study details
and a waiver of written informed consent was provided to
all selected participants with an honorarium to compensate
them for their time and cooperation. Table 1 represents the
demographic data and participants’ characteristics.

B. EEG DATA ACQUISITION AND EXPERIMENTAL DESIGN
To examine whether the SAD states are being represented
appropriately, we developed a social performance task for
SAD assessment to acquire EEG data that could generate
substantial and original datasets. The social performance task
was reported in our previous studies [50], [51]. In our studies,
we have ensured proper consideration of the time factor and
cooperative behaviors of the participants. The resting-state
recordings were conducted completely at the EEG laboratory.
Participants were instructed to be seated comfortably, with
their eyes closed, in a quiet, mid-dark room, and let their
minds wander freely; EEG resting-state data were recorded
for approximately 6 min. First, participants were required
to refrain from drinking caffeine and alcohol at least 4 h
prior to their EEG recording. After the electrodes were placed
on the scalp, we followed the EEG protocol to record the
resting state of the EEG for 6 min. Finally, they were asked
to respond to the self-report questionnaires and were dis-
charged. The protocol for this research has been carefully
reviewed, accepted, endorsed, and approved by the Medical
Research Ethics Committee of the Royal College of Medicine
Perak, Kuala Lumpur University, and was performed in
accordance with the Helsinki Declaration [52].

C. EEG PREPROCESSING
Real-time EEG data were consistently collected during a

six-minute baseline term using a referential 32-channel
shielded cap (ANT Neuro, Enschede, Netherlands). All 32
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FIGURE 1. Topographical placement of 32 electrodes using the extended
international system 10-20, indicating the distribution of the electrodes
on the cortical scalp.

gel-based sensors were mounted on the EEG head cap and
referenced to CPz and grounded at AFz. The recorded EEG
signals were then re-referenced to a common average ref-
erence. The impedance was maintained below 10k€2. The
electrophysiological information was recorded at a sampling
rate of 2048 Hz and was later downsampled to 256 Hz.
Fig. 1 shows the topographic distribution of EEG electrodes
in the cortex identified as prefrontal (Fpl, Fp2), medial
prefrontal (mPFC: Fpz), ventro-lateral prefrontal (F7, F8),
dorso-lateral prefrontal (F3, F4), frontal (FC5, FC1, FC2,
FC6), mid-frontal (Fz, Cz), temporal (T7, T8, P7, P8), pari-
etal (C3, C4, CP5, CP1, CP2, CP6, P3, P4), mid-parietal
(Pz), occipital (O1, O2), and mid-occipital (POz). To elimi-
nate the high-frequency electrocortical artifacts, signal noise,
and low-frequency deflections, we applied an FIR band-pass
filter to acquire the signal segment between the frequency
range of 0.4 and 50 Hz. In accordance with the international
standards, EEG signals were acquired from numerous active
sensors (electrodes) attached to the cerebral cortex with a con-
stant spatial arrangement. Artifacts such as eye blinks, hori-
zontal (HEOG), and vertical (VEOG) eye motions, breathing,
power interference, and cardiac movements were visually
inspected and automatically discarded using spatial filters
based on artifact detection and correction provided by BESA
software.

D. SOURCE LOCALIZATION BASED ON EFFECTIVE
CONNECTIVITY

Our datasets are forward models in which they can explain
how the electrical potential sources determine the brain activ-
ity values on the EEG electrodes. This is a practically effec-
tive mechanism for simulations, but more importantly, is how
to estimate the electrical potential generators of the EEG
activities (inverse problem) from the EEG recordings. For
that purpose, we have computed the source localization for
the 32-electrode EEG to determine the current distribution
of the predominant sources of the brain activity associated
with SAD, in our study only at the cortical level. he source
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TABLE 1. Demographic data and group characteristics.

Group Number of participants Total Age SIAS score
Female Male Female Male Female Male
Severe 12 10 22 22.13+£2.78 | 23.11+£1.02 | 67.53+£6.21 66.81 +£5.32
Moderate 7 15 22 2198 £3.11 | 2221 £1.25 | 55.73+7.81 | 5441 £6.61
Mild 12 10 22 22.61 £2.32 | 21.71 £2 .31 38.32 £512 37.71 £5.81
Control 8 14 22 21.76 £1.73 | 23.62+1.65 1471 £6.74 | 16.61 £7.34

TABLE 2. EEG electrode (s) of default mode network regions with its
corresponding MNI coordinates and Brodmann regions.

ROI MNI coordinates Anatomical regions BA
X Y Z
FZ 0.6 40.9 | 539 Central mPFC 8-9-10
F3 -35.5 | 409 | 32.1 Left mPFC 8-9-10
F4 40.2 | 47.6 | 32.1 Right mPFC 8-9-10
Pz 0.2 62.1 64.5 PCC/ Precuneus 7
P3 395 | 763 | 474 Left LPC 39-40
P4 38.8 | 749 | 49.2 Right LPC 39-40
CP4 62 42 32 Left Parietal Lobe 40
CP6 66 34 40 Right Parietal Lobe 40

model of Minimum norm imaging (MNI) implemented in
brainstorm toolbox [53], [54] was applied. The cerebral
region coordinates are constructed based on the Montreal
Neurological Institute average MRI brain map (MNI) with
15000 vertices of the cortex surface as reported in [55]. The
method determines a cortical current dipole source density
image that approximately fits the data when mapped through
the forward model [56].

We have excluded the non-active cortical areas from fur-
ther statistical EC analysis. Eight (8) ROIs were found to be
active among all subjects (e.g., F3, F4, Fz, CP6, CP4, P3,
P4, and Pz) which are located in the DMN regions. The time
EEG sources computed from the localized EEG waveforms
were then exported as mean activity in the effective connec-
tivity analysis. Directed connectivity weights between these
active regions were calculated for each artifact-free EEG
segment in the following frequency bands: delta (1-3 Hz),
theta (4-8 Hz), alpha (9-12 Hz), low beta (13-22) and high
beta (23—-30Hz). The same procedure was extended to the
entire drive-data. Moreover, for each channel, the EC compo-
nents and power spectral densities derived from the MVAR
models were computed at the scalp current source density
level for each participant. In order to facilitate the calculation
of the average matrices, the measured power spectra were
normalized before the data were averaged. For the DMN
state, in particular, the measured power spectra for all partici-
pants are specified by averaging delta, theta, alpha, low beta,
and high beta. Moreover, Analysis of variance (ANOVA) [57]
was performed to check the statistical difference between the
EC values in the emotional states of SAD in a given frequency
band. Furthermore, the values of the main diagonal were
excessive because they indicated that each region was con-
current to itself, and hence, they were ignored by the analysis.
The entire process is illustrated in Fig. 2. Table 2 presents
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the most active DMN regions along with their Brodmann
areas (BA).

E. EFFECTIVE CONNECTIVITY

To train a classification model, we applied effective connec-
tivity features for precision-based SAD prediction based on
PDC algorithm. PDC is a frequency domain technique based
on the MVAR and the concept of partial coherence and GC.
Neuroscientists have long used the GC approach for multi-
channel datasets, including EEG data [49]. The GC concept
reveals that if a neural signal Y (¢) implies information in past
values that assist in the prediction of neural signal X (¢), Y (¢)
is believed to cause X (¢).

The PDC is applied to the DMN-related regions for the
estimation of the effective connections between them, using
MATLAB code generated by Baccala and Sameshima [58].
The PDC provides another estimation technique for the asso-
ciation between a pair of neuronal signals, which defines the
correlation between regions i and j. The PDC from channel j
to channel i indicates the directional flow of information from
one activity site in the ROI to another. As mentioned earlier,
these PDC values are in the range of [0, 1] [58]. Generally,
an MVAR model with a number of cortical DMN regions
(m ROIs) of EEG signals and order p is defined as follows:

Y(t) = i(t), y2(0), .. ., v, (1)

is represented by an autoregressive model of order p as given
in Equation (2)

p
Y() =Y AY(t—1)+e®), )
=1
where,
ay (1) ain (1)
A= : : , 3)
an (1) ann (1)

is the coefficient matrix at the time lag /. X(¢) represents the
weight vector of m ROIs of EEG signals at time ¢, matrix A(r)
indicates the ™ order AR parameters, and E(r) represents the
measured error that is believed to be an independent Gaus-
sian process with zero mean. When the coefficients of the
MVAR model are adequately calculated, A(F) is determined
as follows:

p
AF) =) A, )
r=1
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FIGURE 2. Block diagram for the EEG data analysis module to identify the parameters of the EC network and application of deep

learning models.

Therefore, the PDC value from channel j to channel i can
be expressed as follows:

Ai(f
pCy = 21D )
Vai—H()af)
where, (Zz,-)_(f ) (i = 1,2,...M) represents the i column of

the matrix A(f) and PDC;; represents the directional influence
and intensity of the information flow from channel j to chan-
nel i at a frequency of f. The PDC values were computed
for each combination and used as an input feature for the
classifiers. Features from these frequency bands were chosen
to provide optimum accuracy with optimal order at p = 5-7
[59], [60]. In our case, the optimum order is 5.

The calculation of the PDC matrix for each frequency band
was obtained using continuous 3-second segments of EEG
recording. Since the duration of the EEG signal for each
subject is 180 seconds, a total of 60 (8 x 8)-PDC matrices
are obtained for each frequency band. Therefore, the PDC
matrices for each subject from 5 frequency bands are equal
to 300.

F. DEEP NEURAL NETWORKS

In our analysis, three deep models, namely, LSTM, CNN, and
amix of CNN and LSTM were trained using EC that belongs
to the DMN regions. The averaged spectral EC was extracted
from five frequency bands, namely, delta, theta, alpha, low
beta, and high beta. For each participant, the (8 x 8)-PDC
matrices from 5 bands are combined to be the input to the
CNN and CNN + LSTM models for ease of exposition and
without loss of generality, as illustrated in Fig. 3. However,
since LSTM takes in series input, the (8§ x 8)-PDC matrix for
each band is first converted to 1D vector and then combined
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to form a 320-length 1D vector. To ensure equal class balance,
EEG recordings from 22 participants are used for each class
giving a total of 88 participants for all 4 classes.

CNN is a class of DL models; specifically, it is a multilayer
perceptron with several convolution-pooling layers and fully
connected layers at the output. Input features are convolved
with multiple-dimensional filters in the convolution layer
and sub-sampled to produce a smaller scale in the pooling
layer. Shared network weights and filters in the convolu-
tion layer are learnable through the backpropagation algo-
rithm, which minimizes the classification errors. As shown
in Fig. 3, the LSTM model has two LSTM layers, followed
by a fully connected layer and a classification layer, namely
softmax, to classify the 4-class outputs. Hidden units (HU)
of 110 and 90 were utilized for the first and second hidden
layers, respectively. Moreover, the model was regularized
by applying dropout layers after each LSTM layer to avoid
model overfitting with a ratio of 0.20.

The second proposed deep architecture is a CNN-based
model, which consisted of a mix of vanilla and atrous con-
volution operations. The reason behind utilizing atrous con-
volution is the wider range covered by them in comparison to
vanilla operations. For example, a 3 x 3 atrous convolution
filter with a dilation rate of 2 is equal to a 5 x 5 filter in
the vanilla operations. Hence, the spatial region grows wider
while the parameter number remains constant. Therefore,
more meaningful feature maps are expected to be generated
for the benefit of enhancing SAD classifications. After each
convolution of the atrous convolution layer, a batch normal-
ization layer and ReL U layer are applied.

In the CNN and CNN + LSTM models, the difference
occurs in the max-pooling and average-pooling layer stride
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FIGURE 3. Pipeline architecture for training the proposed deep learning structure, CNN, LSTM, and hybrid structure (CNN + LSTM) in the classification
of 3-class SAD and HC using 8 by 8 EC matrices from DMN. The two far left diagrams illustrate arrangement of EC matrices as the inputs to CNN, CNN +
LSTM and LSTM for 88 subjects, extracted from 5 frequency bands; delta, theta, alpha, low beta, and high beta.

value, in which the 8 x 8 input has a stride value of 1. Both
the CNN and CNN + LSTM models have three convolution
layers and two atrous convolution layers. The specifications
of the DL networks are provided in Table 3. In the CNN +
LSTM model, the LSTM layer is used to extract temporal
features from the CNN feature maps. The output of the LSTM
layer is then fed to the fully connected layer, and then to the
softmax layer, for SAD prediction.

The total data size is ((8 x 8 x 5 x 60 x 88) (regions X
regions x epochs x subjects)) for the averaged EC output of
DMN data. Ninety percent of the data was used for training,
and 10% was secured for testing. In the case of the LSTM
model, the input to the model is a 1 x 64, which is obtained
by reshaping the 8 x 8 matrix to a 1 x 64. Each participant
has 5 different frequencies, so the final matrix will have the
size of 1 x 64 x 5 x 88. Each row is classified as severe,
moderate, mild, or HC. The majority rule is applied to the
five rows which represent the (delta, theta, alpha, low beta,
and high beta) to get the decision for every participant. In
contrast, the CNN and CNN + LSTM models were trained
on the size of 8 x 8 x 5 and tested on the same size as only
2D convolutions were applied. To ensure the reproducibility
of our analysis, 10-fold cross-validation was employed for
model robustness purposes. The initialization of weights was
generated using a Glorot initializer. The number of epochs
considered was 150. In addition, to avoid network overfit-
ting and save training time the early stopping algorithm was
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applied in the training phase if the error rate is not reduced
after 10 epochs. The batch size we considered was 10 and
the learning rate of the ADAM optimizer was set to 0.001 for
training acceleration. Moreover, cross-entropy weighted loss
was used for all deep models in this study.

G. DATA ANALYSIS

The efficient performance of the classifiers may be investi-
gated by the estimation of sensitivity, specificity, and overall
classification precision [61]. These measured parameters are
estimated as follows:

TP + TN
Accuracy = + x 100 (6)
TP + FP+ TN + FN
TP
Sensitivity = ————— x 100 7
ensitivity TPLEN X (7)
T.
Specificity = ———— x 100 8
pecificity IN 7 FP © (@)

where TP determines the true-positive features of the class,
TN illustrates the true-negative features of the given class,
FP indicates the false-positive features of the class, and FN
represents the false-negative features of the given class.

H. STATISTICAL ANALYSIS

All statistical observations are expressed in terms of mean
4 standard deviation. The analysis of mean-variances in
our sample included two independent variables (Group:
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TABLE 3. Architecture of LSTM, CNN and CNN + LSTM for classification of 3-class SAD and HC using DMN connectivity matrices.

ROI Network Specifications for DMN (8 x 8) Input
Layer LSTM CNN LSTM+CNN
Type Size Type Size Type Size
0 Input 1 x 320 Input 8§ x8x5 Input 8 x8X%5
LSTM Layer_1 Convolution_1 .
1 (110 Hidden Units) 110 (3 x 3 filter, 8 maps, stride 1) 8x8x8 Folding Layer 8x8x5
Atrous Convolution_1 Convolution_1
2| Dropout Layer (20%) 101 (3 3 filter, 8 maps, stride 1, rate2) | 5 < 8% 8 (3 x 3 filter, 8 maps, stride 1) Bx8x8
LSTM Layer_2 Max-Pooling Atrous Convolution_1
3 (90 Hidden Units) 2 (2 x 2 window, stride 1) TXTX8 1 (35 3 filter, 8 maps, stride 1, rate 2) | © X388
Convolution_2 Max-Pooling
4 Dropout Layer (20%) 2 (3 x 3 filter, 16 maps, stride 1) Tx7x16 (2 x 2 window, stride 1) TxTx8
Atrous Convolution_2 Convolution_2
5> | Fully Connected Layer 4 (3 x 3 filter, 16 maps, stride 1, rate 2) | / %7 < 16 (3 x 3 filter, 16 maps, stride 1) TxTx16
Average-Pooling Atrous Convolution_2
6 Softmax Layer 4 (2 x 2 window, stride 1) 6x6x16 (3 x 3 filter, 16 maps, stride 1, rate 2) TxTx16
Convolution_3 Average-Pooling
7 (3 x 3 filter, 32 maps, stride 1) 6% 6 x 32 (2 x 2 window, stride 1) 6x6x16
Convolution_3
8 Fully Connected Layer 1x1x4 (3 x 3 filter, 32 maps, stride 1) 6 X6 x32
9 Softmax Layer Ix1x4 Unfolding Layer 6 X6 x 32
10 Flatten Layer 1152
11 LSTM Layer (110 Hidden Units) 110
12 Dropout Layer (20%) 110
13 Fully Connected Layer 4
14 Softmax Layer 4

severe, moderate, mild, and HC) * (DMN Regions; PCC,
rLPC, mPFC,...), and one dependent variable (PDC val-
ues)). One-way bi-variate variance analysis (ANOVA) uses
F-tests (F) to statistically test the equality of means in
the SAD groups and HCs. Additionally, the Eta squared
(%) was reported to quantify the effect size and how inde-
pendent variables (SAD groups and DMN regions) have
impacted the dependent variable (PDC values) in this exper-
imental analysis as shown in Table 4. The higher values
of (F) indicate greater variance between the mean of EC
values (PDC) between the SAD groups. The one ANOVA test
was applied within subject factor, i.e., we made a comparison
be-tween the same frequency band (e.g., delta) from all SAD
conditions.

Initially, the localized PDC matrices were averaged across
all epochs for each subject and then averaged within each
group. To assess EC and to minimize variations in effective
connectivity over time, EEG data sequences are first seg-
mented into 60 segments of 3 seconds each. Then, the PDC
is implemented on each time-synchronized pair of segments.
Next, the average values are obtained for each subject from
the 60 sets of effective connections. After obtaining the values
of the average connections for each subject, they are averaged
over the 22 control subjects, 22 severe subjects, 22 moder-
ate subjects, and 22 mild subjects separately. SPSS (version
25.0.0.0, IBM Corp., Armonk, NY) was used for all statistical
analyses. Differences were considered statistically significant
if the condition p < 0.05 is met.

V. RESULT AND DISCUSSION

In this study, EEG recording signals are used to first eval-
uate the influence of 3-class SAD on the DMN regions
and secondly to classify SAD based on its severity levels.
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TABLE 4. Comparison of PDC values for different frequency ranges in HC
and SAD groups. Significant differences were found in delta, theta, and
alpha only (ANOVA test, p < 0.05).

Frequency Group Mean SD F p-value 0>

Severe 0.131 0.019
Moderate | 0.163 | 0.034

Delta Mild 0231 | 0.019 11.931 0.001 0.32
Control 0.295 | 0.089
Severe 0.143 | 0.120
Moderate | 0.182 | 0.154

Theta Mild 0.193 | 0.099 3.937 0.03 0.13
Control 0.241 | 0.101
Severe 0.110 | 0.014
Moderate | 0.139 | 0.031

Alpha Mild 0190 | 0.023 13.091 0.01 0.12
Control 0.317 | 0.079
Severe 0.113 | 0.026
Moderate | 0.111 | 0.087

Low beta Mild 0109 | 0.021 1.571 0.296 0.11
Control 0.114 | 0.070
Severe 0.201 | 0.036
. Moderate | 0.210 0.17

High beta Mild 0219 010 0.310 0.746 0.07
Control 0.211 | 0.081

The method of analysis and classification of SAD utilized
EC as the extracted features from EEG signals obtained from
8 ROIs covering the DMN. The results presented in this
section comprises analysis on the influence of SAD on DMN
regions and performance evaluation on the classification of
SAD severity levels and HC using 3 deep learning models.

A. STATISTICAL ANALYSIS OF EFFECTIVE CONNECTIVITY
BETWEEN THE SAD AND HC GROUPS
Effective connectivity analysis was performed on the local-

ized artifact-free time series to calculate the mean EEG acti-
vation in three DMN brain sources (PCC/Precuneus (BA 7),
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FIGURE 4. Topological maps of the mean total EC for all three SAD groups
and HCs in 5 frequency bands. Yellow indicates a greater causal effect,
while blue indicates a smaller causal effect.

LPC (BA 39/40), and mPFC (BA 8, 9/10)). In the first exper-
iment, the EC was calculated over the HC, mild, moderate,
and severe SAD groups, after which, it was averaged within
the subjects of each group. Subsequently, these EC values
were estimated into the different frequency rhythms. The
results in Table 4 indicate significant differences among the
three SAD groups (severe, moderate, mild), and HC) in delta,
alpha, and theta bands, F(3,252) = 11.931, p < 0.001,
n2 = 032, F(3,252) = 13.091, p < 0.01, n*> = 0.12,
and F(3,252) = 3.937,p < 0.03, n2 = 0.13, respectively.
Contrary to the alpha, delta, and theta bands, no significant
differences were observed in the high beta F (3, 252) = 1.571,
p < 0.296, n? = 0.11 and low beta F(3,252) = 0.310,
p < 0.746, n* = 0.07.

The results in Fig. 4 represent the topographic maps of
the averaged peak activity of EC and the activated areas
associated with multiclass of SAD (severe, moderate, mild)
and HC class in five different frequency bands (delta, theta,
alpha, low beta, and high beta). The eight ROIs that belong
to the DMN circuit were found to be active and show rec-
ognizable EEG activity. The multiple cortical sources of
brain EC have been localized by the geometrical registration
system (structural MRI scans) provided in the brainstorm
toolbox [62]. Fig. 5 proved that precuneus is the most active
region in severe and moderate SAD groups compared to HC
and mild groups. HC individuals have shown higher informa-
tion flow in the central mPFC region compared to the other
groups, which indicates higher cognitive functions. Mild and
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FIGURE 5. Visualization of the computed EC source from EEG activity in
the alpha band. It represents the highest 30% of EC values at significant
level, p < 0.05.

moderate groups have shown greater information flow in
the left mPFC than the other groups. The data represented
in Fig. 5 are taken from the alpha band due to its ability to
detect mental illness and emotion recognition.

B. PERFORMANCE ANALYSIS OF CLASSIFICATION OF
3-CLASS SAD AND HC USING DEEP LEARNING MODELS
In this section, we present the performance of the 3 deep
learning architectures, LSTM, CNN, and CNN + LSTM in
the classification of SAD and HC using EC extracted from
DMN regions. Table 5 presents the classification accuracy
for various deep classifiers using EC features in the CNN,
LSTM, and CNN + LSTM models, and the combination of
these features by the temporal location of EEG regions in the
DMN. We found that CNN + LSTM fusion outperformed
models based on CNN or LSTM alone in classifying EEG
connectivity for SAD groups and HC in all frequency bands.
Among the classification models, the DL based on
weighted-average fusion (CNN + LSTM) reveals excellent
findings over LSTM, which was trained on EC features
alone, achieving an average accuracy of 93% compared to the
LSTM accuracy of 86% and CNN accuracy 88%. Therefore,
the high classification accuracy obtained by the proposed
CNN + LSTM model emphasizes that the extracted EC
features from DMN regions can capture unique character-
istics that are beneficial for distinguishing between HC and
SAD classes. The proposed CNN + LSTM, which includes
information flow amongst DMN nodes, is believed to further
enhance the classification more than the other models. The
SAD and HC classes were predicted using the widespread
neuronal activity in the DMN resting-state. Thus, classifi-
cation accuracy, sensitivity, and specificity obtained were
satisfying and agreed with previous neuroimaging studies
that used machine learning to predict SAD in the context of
resting-state and stimuli-related tasks. Moreover, as far as we
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TABLE 5. Performance of the trained DL models (expressed in %) for classification of 3-class SAD vs. HC using connectivity in DMN.

Evaluation SAD level
Deep Model Metrics Severe | Moderate Mild Control Average
Sensitivity 57.14 71.43 71.43 85.71 71
LSTM Specificity 85.71 90.48 90.48 95.24 90
Precision 57.14 71.43 71.43 85.71 71
Accuracy 78.57 85.71 85.71 92.86 86
Sensitivity 71.43 100.00 75.00 85.71 83
CNN Specificity 90.48 95.45 95.00 95.24 94
Precision 71.43 85.71 85.71 85.71 82
Accuracy 85.71 96.43 89.29 92.86 91
Sensitivity 85.71 85.71 87.50 83.33 86
Specificity 95.24 95.24 100.00 90.91 95
CNN+LSTM Precision 85.71 85.71 100.00 71.43 86
Accuracy 92.86 92.86 96.43 89.29 93

are aware, the present research is the first to use CNN +
LSTM to identify the severity of patients with SAD and HC
using information flow between DMN regions.

This paper has two essential contributions: (1) an excellent
classification accuracy is achieved by the fusion of the CNN
+ LSTM classifier model: our method achieved a relatively
high accuracy of 92.86%, 92.86%, 96.43%, and 89.29%
for the classification of severe, moderate, mild SAD groups
and HC, respectively, thus providing a promising potential
for SAD diagnosis and identification; (2) the cortical site
of the precuneus (PZ) has manifested the greatest promi-
nence in patients with SAD due to its correlation with other
brain regions, as shown in Fig. 5, which is in line with
the works reported in [63], [64]. Additionally, the reported
results revealed that the varied EC was essentially associated
with DMN network as shown in Fig. 5. The primary neural
pattern of the DMN is the self-referential behavior, which is
observed in patients impaired with SAD [65]. Experimen-
tally, the disturbance of DMN in patients with SAD has
been identified in previous studies [66]. As a result, our
study verified that DMN plays a crucial role in SAD. In one
study, patients with SAD had exhibited a suppression in
the precuneus during cognitive tasks or performing physical
activities [32], [35], [67]. Furthermore, reduced perfusion of
the precuneus (PZ) was observed in patients with SAD dur-
ing the resting-state, which suggests that aberrant EC in the
precuneus is associated with the pathophysiological mecha-
nization underlying SAD [68]. Moreover, in our study, other
regions located in the DMN, including the mPFC and LP cor-
tices, also showed elevated activity in the resting-state, which
is in line with previous findings [68]. Similarly, abnormal
resting-state connectivity in the DMN has been reported in
various neuropsychiatric disorders, including major depres-
sion [69], posttraumatic stress disorder (PTSD) [64], [70],
and Alzheimer’s [24], [71].

Using 60 subjects for training and 28 subjects for testing,
the confusion matrices of the classification performance are
shown in Fig 6. From the confusion matrix, all SAD subjects
and HC cases achieved better accuracy using CNN + LSTM
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model with 93%, 95%, and 85% accuracy, sensitivity, and
specificity, respectively. Fig. 7 represents the classification
model’s performance (accuracy) and uncertainty of pre-
diction (loss) curves of the proposed classification model
(LSTM + CNN).

In the current work, an investigational model uses brain
effective connectivity as an input to a CNN + LSTM achiev-
ing high classification performance between the SAD groups
and HC subjects. The model used the information flow
between DMN regions, which is an essential resting-state
network, can be considered as a putative biomarker for SAD
diagnosis and can elucidate an informative perception about
the pathophysiology of SAD. However, information hidden
in different layers of convolution can contribute to enhancing
the ability of feature discrimination. The hidden layers are
crucial parts of determining the final neural network architec-
ture. Some examples to visualize the feature representation
learned by the hidden layers of the proposed deep learning
methods are reported in the supplementary file. In this study,
we used SAD EEG data to analyze the benefits of extracting
and merging multi-level convolutional features from different
CNN layers, which are abstract representations of inputs at
different levels.

The results of this study show that the computation of
DMN neural activity notably enhances the classification per-
formance compared with the other related methods available
in the literature as shown in Table 7. Though we used a larger
dataset in our model, our proposed technique achieved greater
sensitivity and specificity performance compared with other
reported studies. One more merit of the applied model is the
use of 4 different classes relative to the majority of reported
literature which used 2 classes only. These results demon-
strate that our method presents a significant improvement in
the classification of the severity of SAD based on EEG data.

To support our findings, we have examined the effect of our
data by using different models from the literature. We have
applied an LSTM model [17] and 2 CNN models [10], [11]
to detect the severity of SAD. The classification performance
is relatively low compared to our proposed models as shown
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FIGURE 6. Confusion matrix for classification of 3-class SAD test patients and HC test subjects using 3 DL models (a) LSTM, (b) CNN and (c) CNN + LSTM.
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FIGURE 7. Training accuracy and loss curves of 3 DL models (a) CNN, (b) LSTM and (c) CNN + LSTM.

in Table 6. The highest accuracy was achieved by CNN The findings should be considered with regard to their
models (81% and 79%). In future research, this method can limitations. Specific comorbidities might be detected along
also be applied to the identification of psychopathology of with SAD; therefore, these findings may not be restricted
various brain disorders. to the classification of SAD separately. The implementation
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TABLE 6. Comparison between different models in terms of accuracy (expressed in %) for classification of 3-class SAD vs. HC using connectivity in DMN.

.. SAD level
Deep Model Year Description Sovere T Moderaie T Mild T Conirol Average
LSTM with
[17] 2019 Attention Mechanism 81.48 81.48 74.07 74.07 77.78
[10] 2019 3-layer CNN 75.86 82.76 82.76 82.76 81.03
[11] 2019 2-layer CNN 75.86 82.76 79.31 79.31 79.31
Our Proposed |, CNN+LSTM 9286 | 9286 | 9643 | 89.29 93
Method

TABLE 7. Comparison of the proposed technique in terms of accuracy (ACC), sensitivity (SEN) and specificity (SPE) with recent deep learning techniques.

Number of | Number of | Number of .
Ref Year Feature Subjects Classes Channels Classifier ACC (%) | SEN (%) | SPE (%)
[10] 2019 Energy values 64 2 34 CNN 87 79 79
of signals
[72] 2020 Raw EEG 26 2 16 LSTM 90.82 N/A N/A
signals
[73] 2020 | . Frequency & 13 2 16 LSTM 93.27 90 82
time-domain signals
Our proposed Effective connectivity
method 2021 of DMN 88 4 8 CNN+LSTM 93 95 85

of a cortical connectivity investigation with normal technical
instruments may prove to be suboptimal for brain mapping
research, thus resulting in poor temporal localization of the
EEG activity. Despite these advantages of EEG classifica-
tion, achieving robust and reliable estimation of the cognitive
function of emotional processes using EEG data remains a
major challenge. In addition, due to the small applied input
features in DMN (8 x 8 x 60) for each subject, modeling
error (overfitting) occurs which has a negative impact on the
model performance. To overcome this phenomenon, future
studies should use a high density EEG system (64 elec-
trodes or 128 electrodes). There are different spectral features
that can be used to classify the severity of SAD, including
FFT, wavelet transform, power spectral density, and fuzzy
entropy [74]. Future works are encouraged to use fused
modality to categorize the severity of SAD (e.g., combining
EEG with fNIRS). The fusion between two different neu-
roimaging techniques is believed to reflect better temporal
and spatial characteristics of human brain [75].

VI. CONCLUSION

In this study, it was found experimentally that 88 individuals
could be tested for various levels of SAD based on their
neural EEG activity. The results in resting-state exhibit a
relatively higher degree of causal effects in the DMN regions
in SAD groups than in the HC individuals. The hyperac-
tivity of DMN regions in higher severity of SAD indicates
neural correlations associated with SAD symptoms sever-
ity. Additionally, the results indicated that the activity in
those cortical regions that govern sensory and goal-directed
processes may represent a crucial factor in SAD diagnosis.
In neurophysiology, the EEG-DMN is considered fundamen-
tal for identifying the brain dysfunction in SAD in resting-
state. This investigation provided evidence that EC-DMN
has a good diagnostic potential and can be used as a clin-
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ical biomarker for SAD monitoring and treatment. Further-
more, three deep models were utilized to classify the SAD
levels, among which, the CNN + LSTM model confirmed
the advantage of defining the main DMN regions for SAD
classification. Prospectively, the proposed DL model using
EC features is believed to create considerable premeditation
into the recently developed field of deep learning models for
comprehending significative neuroimaging biomarkers.
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