
Received June 30, 2020, accepted July 4, 2020, date of publication July 14, 2020, date of current version July 27, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3009184

A Comprehensive Study of Load Balancing
Approaches in the Cloud Computing Environment
and a Novel Fault Tolerance Approach
MUHAMMAD ASIM SHAHID 1,2, NOMAN ISLAM 1,3, MUHAMMAD MANSOOR ALAM 1,4,
MAZLIHAM MOHD SU’UD 1, AND SHAHRULNIZA MUSA 1
1Malaysian Institute of Information Technology, Universiti Kuala Lumpur, Kuala Lumpur 50250, Malaysia
2Computer Science Department, Sir Syed University of Engineering & Technology, Karachi 75190, Pakistan
3Computer Science Department, Iqra University, Karachi 75500, Pakistan
4College of CS and Information System, Karachi 75190, Pakistan

Corresponding author: Shahrulniza Musa (shahrulniza@unikl.edu.my)

ABSTRACT The past few years have witnessed the emergence of a novel paradigm called cloud computing.
CC aims to provide computation and resources over the internet via dynamic provisioning of services. There
are several challenges and issues associated with implementation of CC. This research paper deliberates
on one of CC main problems i.e. load balancing (LB). The goal of LB is equilibrating the computation on
the cloud servers such that no host is under/ overloaded. Several LB algorithms have been implemented in
literature to provide effective administration and satisfying customer requests for appropriate cloud nodes,
to improve the overall efficiency of cloud services, and to provide the end user with more satisfaction.
An efficient LB algorithm improves efficiency and asset’s usage through effectively spreading the workload
across the system’s different nodes. This review research paper objective is to present critical study of
existing techniques of LB, to discuss various LB parameters i.e. throughput, performance, migration time,
response time, overhead, resource usage, scalability, fault tolerance, power savings, etc. The research paper
also discusses the problems of LB in the CC environment and identifies the need for a novel LB algorithm
that employs FT metrics. It has been found that traditional LB algorithms are not good enough and they
do not consider FT efficiency metrics for their operation. Hence, the research paper identifies the need for
FT efficiency metric in LB algorithms which is one of the main concerns in cloud environments. A novel
algorithm that employs FT in LB is therefore proposed.

INDEX TERMS Cloud computing, load balancing techniques, fault tolerance, load balancing metrics.

I. INTRODUCTION
Cloud computing has emerged as a novel trend in past few
years. It has led to the progression of distributed system to a
large scale computing network. CC firms such as IBM, Ama-
zon, Yahoo & Google deliver cloud services for consumers
around the globe. In this novel paradigm, end users are not
required to install apps into their local computers; instead
apps and services are offered on-demand to end-users [1].
There have been various challenges in true realization of a
cloud environment. Among those challenges, LB is an issue
of prime concern. It is defined as how the load is shared
between different machines [2]. LB implies the distribution
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of the necessary burden across various computer solutions,
computer clusters, such as servers, links to the network, disks,
CPUs, etc. [3]. LB offers approaches to maximize the system
output, resource usage and device performance. It offers us
one of the benefits of keeping data or files in an easy and
scalable way and makes them accessible to customers on
a large scale. There are many LB algorithms in the cloud
system to make the most effective use of resources [4].

This research paper discusses major challenges of CC and
then deliberates on LB problem. The major goals in this
research paper are as follows:

(a) To identify major challenges in CC
(b) To review different approaches proposed for LB
(c) To identify the need for a novel LB policy that employs

FT metrics
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FIGURE 1. The percentage of research paper read from multiple sources.

FIGURE 2. The percentage of paper read between 2015 to 2020.

(d) To propose a novel LB algorithm based on FT metrics
So, the research paper primarily deliberates on LB issues

in cloud computing environment.

A. MOTIVATION & THE NEED FOR LOAD BALANCING
The objective of LB is to spread the burden onto VMS in
equal proportion for optimal use of the resource. Diverse LB
algorithms are explored in this survey depending on various
parameters [7].

What is meant by load balancer?
Themain aim of the load balancer helps to assign resources

equally to the tasks for resource efficiency and user satisfac-
tion at minimal expense [7], quality output, gripping rapid
traffic blast sustain traffic on the website and elasticity which
motivates us to identify problems in LB and to work on their
resolution [105]. This plays a key role in ensuring the ease
of access for customers, business partners, and end-users of
the cloud-based applications [104]. The potential of the load
balancing and its various applications provide motivation
to deliberate on this important challenge, to identify major
issues in LB and to resolve these issues [7].

The review research paper is set out as follows: Section 2
provides the context and design of this research. Section 3
discusses in detail the CC challenges and issues. Section 4
discusses in detail LB challenges, parameters, policies,
and classification of process state-based LB approaches in

TABLE 1. A detailed description of various load balancers.

the cloud. Section 5 Machine learning for load balancing.
Section 6 describes the study of present LB methods.
Section 7 Fault tolerance and taxonomy of FT. Section 8 con-
tains the research synthesis of various LBmethods, a compar-
ison of different LB methods, based on various parameters,
and the significance of FT. Section 9 discusses the proposed
work that resolves the issues of the various conventional LB
algorithms via proposing an efficient FT LB technique. The
proposed technique is a resilient /adaptive method that works
with the help of ML and AI. Section 10 presents the future
directions of LB in the cloud environment. Section 11presents
concluding remarks.

II. CONTEXT AND DESIGN OF RESEARCH
The next few paragraphs describe the research design and
discuss the set of research papers explored in research along
with data sources and exploration criteria.

A. RESEARCH QUESTIONS
The main research questions that are addressed in this
research are as follows:

(a) What are the current state-of-the-art challenges in CC?
(b) What is the significance of LB cloud computing?
(c) What are the various LB techniques currently available

in literature and can taxonomy is developed for those
techniques?

(d) What are the current performance parameters and the
manner in which these have been applied to LB?

(e) What are the research gap existing in current LB
techniques?

(f) Can a new LB algorithm be developed that can address
the gaps identified?

(g) What is the future of CC? What challenges exist?

The above questions have been answered by presenting
effective and accurate CC and LB information based on the
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research paper, under the research path. The responses are
described below:
(a) What are the current state-of-the-art challenges in cloud

computing?
In the light of the research paper, the challenges associated
with CC have many. Figure 3 shows the taxonomy of the
current state of the art challenges associated with CC. The
cloud computing challenges has: data protection, data recov-
ery and availability, administrative capabilities, regulation
and compliance restrictions [5], security, capable of adjusting
the burden, controlling executions [6], load balancing, fault
tolerance [57], cloud computing governance [100], interop-
erability and portability [101].

FIGURE 3. Taxonomy of major problems in CC [5].

(b) What is the significance of load balancing cloud
computing?

This query is aimed at recognizing the importance of LB
in cloud computing. LB is an essential part of any cloud
environment. It plays a vital role in keeping the ease of access
for customers, business partners, and end-users of your cloud-
based applications. LB is greatly advantageous for cloud
environments, where tremendous workloads could rapidly
overwhelm a single server, rising availability of service and
response times are crucial to some business operations or are
permitted by SLAs. Without LB, newly spinning virtual
servers will be unable or at all to accept the incoming traffic
in a coordinated fashion. Few virtual servers may also be
left to handle zero traffic while others may have been over-
whelmed. Load balancing is also able to identify unobtainable
servers and redirect traffic to those that are still in operating
condition [104].
(c) What are the various LB techniques currently available

in literature and can taxonomy is developed for those
techniques?

This research paper shows that the load balancing techniques
are combined into four namely geographical distributions,
general LB, natural phenomena-based LB & Network-aware
task scheduling LB. The geographical distributions of nodes
are significant, particularly for large-scale apps such as twit-
ter, Facebook, and so on. Geographic distribution could be
defined as a set of decisions on the digital deployment and/or
relocation of VMs or computing activities to geographically
dispersed data centers in order to reach SLAs or system dead-
lines for virtual machines/activities and to reduce operating
costs for cloud systems [11]. The general LB has some kinds
of LB techniques such as round robin, randomized algorithm,
threshold algorithm, OLB, OLB + LBMM, min-min, max-
min, equally spread current execution algorithm, central LB
Strategy for VMs, throttled LB, stochastic hill climbing, and
join idle queue [22]. This technique is quick and efficient, but
typically the connected servers cannot be found, this leads to
inconsistent resource distribution. The biggest problem with
this kind of approach is that the actual state of the system is
given little consideration to decision making [9]. The natu-
ral phenomena-based LB has some kinds of LB techniques
such as ant colony algorithm, genetic algorithm, honey bee
foraging, artificial bee colony algorithm, hybrid (Ant colony,
a honey bee with dynamic feedback), ant colony & complex
network LB, osmosis LB algorithm, bee colony optimization
algorithm, and LB honey bee foraging. This technique influ-
enced by natural phenomena or biological behavior [21]. The
network-aware task scheduling LB has some types of LB
techniques like shortest job scheduling LB algorithm, task
scheduling strategy based on LB, active clustering and biased
random sampling [22].

‘Yes’. The taxonomy may be proposed for those tech-
niques. The techniques of LB can be divided into four
specific categories namely geographical distributions, gen-
eral LB, natural phenomena-based LB & Network-aware
task scheduling LB based on different sub types of LB
techniques [12].
(d) What are the current performance parameters and the

manner in which these have been applied to LB?
In CC analysis it is helpful to determine different param-
eters that will help verify LB techniques. The current LB
performance parameters based on four distinct groups namely
(I) LB performance parameter with qualitative attributes &
dependent nature. (II) LB performance parameters with qual-
itative attributes & independent nature (III) LB performance
parameters with quantitative attributes & dependent nature
(IV) LB performance parameters with quantitative attribu-
tes & independent nature. The LB performance param-
eter with qualitative attributes & dependent nature has
an overhead performance parameter. The LB performance
parameters with qualitative attributes & independent nature
have some kinds of performance parameters such as scal-
ability & fault tolerance. The LB performance parame-
ters with quantitative attributes & dependent nature have
some types of performance parameters such as throughput,
migration time, resource utilization factor & power saving.
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The LB performance parameters with quantitative attributes
& independent nature have some kinds of performance
parameters such as response time & performance [10].

The performance parameters have been applied to LB such
as performance, throughput, overhead, fault tolerance, migra-
tion time, response time, resource utilization, scalability and
power saving [10]. The parameters concerning cloud LB in
a much more practical sense will not only enhance output
processing by LB the process but also make the theoretical
basis for studying efficient algorithms to boost LB efficiency
on CC [103].
(e) What are the research gap existing in current load balanc-

ing techniques?
The research paper identified limitations and remaining
issues with existing and newly researched and implemented
load balancing techniques. Could be listed as follows:
• Enhanced LB performance
• Having an ensuring the continuity, even if incompletely
the system fails.

• Device consistency must be preserved at regular
intervals.

• Services are accessible immediately upon request.
• The various traditional load balancing techniques do not
perform well and do not work based on fault tolerance
performance metrics.

(f) Can a new load balancing algorithm be developed that can
address the gaps identified?

‘Yes’. The extensively analyzed the relevant research paper
and defined the load balancing in cloud computing most
widely recognized. This research paper, proposes an effi-
cient fault tolerance LB technique that ensures will properly
address the research gaps. This technique combines resilient
methods/adaptive methods such as machine learning and arti-
ficial intelligence have played an active role in the RSM
domain. The RSMs, tend to be the potential path of research
gaps. By current definition, a system’s resilience is the indica-
tor of how easily and the system can recover quickly and con-
tinue to function properly after a system outage or failure has
occurred. The capacity of RSMs to assure a customer reaction
is directly relevant to system consistency that forms part of
Service quality (QOS) [68]. The proposed LB technique will
has various properties as follows:
• Adaptability: Systems must have been able to adapt to
their environment [69].

• Throughput: Any system must be in place to maintain
the number of tasks performed each unit time [69].

• Scalable: The number of extra resources the machine
requires to compensate from the fault [69].

• Response time: This will preferably be on its lowest
value [69].

• Usability: The number of resources that the user
requires to accomplish a given task will be at its lowest
rate [69].

• Availability:Another significant consideration is the no
of times a tool is open to users at the time [69].

• Associated overheads: The use of extra resources
required by the process of fault tolerance to retrieve the
device from fault is addressed [69].

(g) What is the future of cloud computing? What challenges
exist?

This query is aimed at recognizing the future of CC. Cloud
computing future as a mix of cloud-based tech tools and
on-site computing to help develop hybrid IT solutions. Cloud
has several functions, making it easier for the IT sector
in the future. Here are several CC factors or forecasts as
follows [108]:
• Strengthen Space Capacities: Data are producing at a
high volume today and it’s hard to safely store it [108].

• Network Performance Improved: The efficiency of
the internet can be improved with the help of the Internet
of Things [108].

• Customizable Applications go forward: Including the
complexity, the volume of a single program is rising
constantly [108].

• IoT inside Cloud Technology: The IoT is also among
the leading technologies that arrive with constant
progress in Data Analytics and Cloud computing in
real-time [108].

• Information also reveals how Future Changes: The
demand for CC is rising at 22.8 percent and after
2018 will reach $127.5. 62 percent of all CRM apps will
be cloud-based by 2018. In comparison, software as a
service-based technology accounts for 30 percent of all
technology spending [108].

• Greater Cloud hosting: CC is customer-friendly
and compliant with both older and newer
organizations [108].

• Secure: The data that is contained in the cloud is safe
yet not complete. The small businesses that can provide
cloud services might or might not provide the data with
sufficient protection [108].

• Customizable Applications: Companies use a lot of
software, which has yet to be updated. This leads to CC
needing updated software, offering better protection and
services [108].

• Financial: As cloud infrastructure continues to grow,
the use of the hardware would be limited such as the
bulk of the work would be performed using CC and
virtualization [108].

• Server less Computation: Standard cloud computing
involves the running of an app on a VM which in effect
provides a service to the customer [109].

• Elasticity & Scalability: Research directions in scal-
ability and elasticity for the next decade may be bro-
ken down into equipment, content management, and
application-level [110].

Several challenges exists can be taken into the future of CC.
Those challenges are shown below:
• Edge of Computing: Edge computing is a novel con-
cept that allows the processing of the data generated by
the IoT [110].
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• Boost Difficulty: Nowadays, peoples are much more
familiar with technical difficulties than it is with IT
production [110].

• Crypto currency:Crypto currency is electronic money;
it’s produced using a sort of technology [110].

• Internet of Thing: IoT is one of the most significant
developments and is slowly growing [110].

B. SERACH CRITERIA
A systematic analysis of LB and CC were performed over
well-known research. Following search string words were
used: cloud computing, load balancing challenges and issues
in LB and CC. It also includes LB performance parameter
with qualitative and quantitative attributes based on depen-
dent and independent nature, policies of LB, different types
of LBmethods, fault tolerance, etc. In this research, the search
engine list is mentioned in Table 2.

TABLE 2. Finding engine choose.

C. DATA SOURCES
For this survey, a number of diverse data sources were con-
sidered. The research paper widely looked for conferences
and journal research papers in Scopus, blogs, Google Scholar,
books, and magazines as a database for the extraction of
related research papers. In our quest the following databases
were used:

D. EXPLORATION CRITERIA
The research was performed from 2015 to January 2020.
From the research papers scanned include the research papers
that meet the quality evaluation. This covers research papers
from peer-reviewed Scopus, Journals, Google Scholar, books,
blogs, and white papers. Figure 2, displays the percentage of
papers read between 2015 to 2020.

E. QUALITY ASSESMENT
The context of the research is one of the potential ways in
which various forms of quantitative specific research are car-
ried out. On the searched research papers, quality assessment
criteria were applied for inclusion and exclusion of research
papers. After initial study of abstract, some of the research
papers were excluded. Then the research papers were studied
completely and based on criteria, the research papers were

TABLE 3. Inclusion and exclusion criteria.

either excluded or included for review. The major inclusion
criteria for research papers are:

(a) The major focus on the LB algorithms for CC.
(b) Secondly is to select those research papers that define

the challenges of LB, CC, and the different LB effi-
ciency metrics based on load balance algorithms.

Before proceeding towards discussion on load balancing,
let’s first explore some of the major challenges in cloud com-
puting that must be dealt with for realizing cloud computing
real potential [5], [6].

III. THE CHALLENGES OF CLOUD COMPUTING
There has been a lot of challenges associated with CC.
Figure 3 demonstrates the taxonomy of major problems with
the CC [5]. This includes: data protection [5], data recovery
and availability [5], administrative capabilities [5], regula-
tion and compliance restrictions [5], security [6], capable of
adjusting the burden [6], controlling executions [6], load bal-
ance, fault tolerance [57], cloud computing governance [100],
interoperability and portability [101].

Let’s speak in-depth about each of those things:

1) Protection of data: Data protection is a key aspect that
needs to be taken into account. By putting the data on
the cloud, the issue of privacy still arises. Similarly,
in many situations the precise placement of repository
sites is never known, adding to the organization’s privacy
concerns. In most existing models, the knowledge is
protected by firewalls via datacenters (owned by the
company) [5].

2) Data retrieval and availability issue: It should be
remembered that the Service Level Agreements (SLAs)
will comply entirely with the company requirements.
The operational staffs here have a big role to play in
overseeing service level agreements and running system
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time management. In addition, there is a role that
involves supporting management units [5]:

(a) Data Replication [5]
(b) Adequate clustering & failure [5]
(c) Device control (tracking transactions, log

tracking) [5]
(d) Disaster recovery [5]
(e) Managing Power & Efficiency [5]
(f) Maintenance (Runtime Governance) [5]

3) Administrative capabilities: Although there are
plenty of cloud services available, the initial step
is infrastructure management, network transformation
Dynamic-scaling functionality, dynamic-resource in
several organizations, allocation, for example, is a key
necessity. There is tremendous potential for enhancing
the robustness and LB functionality that has been given
to date [5].

4) Regulation and compliance restrictions: In several
European countries, policy regulations do not man-
date user private information and other confidential
information to be stored physically and outside of the
nation or state. Cloud service providers also need to
establish includes a data hub or storage area mainly
inside the country to comply with regulations to meet
such criteria. It may not always be viable to have
such an infrastructure and is a big challenge for cloud
providers [5].

5) Security: CC security or, more commonly, cloud secu-
rity related to a wide range of legislation, technology,
applications and controls it uses to protect the virtualized
Internet, data, applications, services and associated CC
infrastructure. It’s an information security sub-domain,
internet security, and, broader, computer security. Also,
digital identities, username& passwordmust be guarded
in the cloud as should any data collected or produced by
the supplier regarding customer action [58].

6) Capable of adjusting the burden: The tension adjust-
ment passes through all the cores of each stack. This also
increases device output. Numerous current figures offer
a modification to the stack and efficient use of resources.
There are several possibilities for creating stack in the
cloud such asmemory, CPU, and structure stack. Chang-
ing the strain is the road to having center point’s overload
and then moving the additional store to other centers [6].

7) Execution monitoring: Cloud computing requires sev-
eral different levels of software which are given as
utilities. Such is Web Infrastructure, Data Network, &
Applications. Execution control has three levels: Infras-
tructure, Device & Application levels. The first two
components are used to set up the network and gather
data from different agencies that are spread around the
cloud. The third component is the part of data processing
used to set up and to cause items based on certain
circumstances [59].

8) Load balancing: Load balancing is a major issue
with the CC now, stopping some nodes from being

overwhelmed while others are idle and have to do some
work. LB may improve the QoS metrics including cost,
response time, reliability, efficiency, and resource uti-
lization [22]. The nature of LB operations, the complex-
ity of the constructed algorithm, should be as minimal as
possible in order to avoid errors and wait in complicated
operations [96].

9) Fault tolerance: FT is one of the most critical param-
eters due to resource dropping impacts on unit perfor-
mance, job outcomes, productivity, response time, &
quality. Therefore, a fault tolerance strategy is required
for recognizing faults, correcting those faults, and thus
boosting performance parameters. Fault tolerance is a
key concern to ensure the consistency of the core ser-
vices and the completion of the program [60].

10) Cloud computing governance: Cloud computing has
experienced wide acceptance and use in the past and
the current decade. Regardless of the importance of
cloud computing in enhancing organizational perfor-
mance, its governance plays a role. A critical func-
tion in decision making. Cloud computing governance
can be regarded as part of the general IT-management
umbrella [100].

11) Interoperability: The single platform program should
be able to integrate resources from the other platform.
This is called Interoperability. Via web services and it’s
becoming conceivable but designing these web services
is complex [101].

12) Portability: Apps working on one cloud platform could
be moved into a new cloud platform, and it should func-
tion properly without making any layout, programming
alterations. Portability isn’t achievable because different
standard languages are used by each cloud provider for
their framework. [101].

IV. LOAD BALANCING
LB’s primary objective is to efficiently manage the load
across various cloud nodes, so that no node is under/
overloaded [7]. LB may be characterized as a process
of spreading a burden across network links on multiple
devices or system clusters to maximize its use of assets
to optimize overall response time. It reduces the device’s
total waiting period and also avoids excessive replication
of assets. Requests spread inside servers in this process so
that data can be distributed & processed without waiting.
LB is the method of maximizing system performance by
moving the device burden [9]. The LB at CC is shown
in Figure 4.
LB provides a systematic mechanism for the equal distri-

bution of the responsibility to the resources available. The
goal is to provide reliable service, including adequate use
of the resource, in the event of a disaster of the portion
of any service by supplying & de-provisioning the device
instance. In addition, LB is aimed at reducing response time
for tasks & increasing resource efficiency, which increases
device efficiency at a lower cost [9].
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FIGURE 4. Load balancing in Cloud Computing [8].

FIGURE 5. Taxonomy of LB challenges in CC [9].

A. CHALLENGES OF LB IN CC
CC faces many challenges; with LB as one of the most
critical problems needing specific attention. This includes
issues such as (VM) migration, virtual machine security; user
QoS comfort & resource use get equal attention to seeking
a better solution to improve cloud resource use. Below is a
list of a few LB issues and Figure 5 shows the taxonomy of
critical LB issues [9]:

1) Distributed Geographical Nodes: Cloud data centers
are typically distributed for computing at disparate loca-
tions. Dynamically distributed nodes in these centers
are used as a centralized network for efficient pro-
cessing of customer requests. Several LB approaches
are available in the literature with a limited reach and
where conditions such as network delay, communica-
tion delay, the range within the distributed comput-
ing nodes, space within customer & resources are not
taken into consideration. Nodes in very remote areas are
challenging because certain algorithms do not suit this
environment [9].

2) Single Point of Failure: Specific LB algorithms are
proposed in literature where decision-making is not
distributed across multiple nodes, and LB decisions
are made by the centralized node. If the key devices
malfunction this will impact the overall computing
system [9].

3) VM Migration: Virtualization allows for the build-
ing of multiple virtual machines on one physical unit.
Those virtual machines have different settings & are
autonomous in architecture. If a physical device is over-
loaded, it is appropriate to shift all VMs to a remote
location using an LB method to relocate the VM [9].

4) Nodes Heterogeneity: The authors have proposed
homogeneous nodes in the cloud load balancing in the
initial inquiry. CC consumers need a dynamic switch,
which needs execution on heterogeneous nodes for an
efficient network and reduces response time [9].

5) Handling Data: CC addressed the issue of old conven-
tional storage devices which demanded huge resource &
equipment costs for hardware. The cloud allows con-
sumers to heterogeneously retain the data, without any
control issues. Storage is increasing day by day and
requires duplication of stored data for effective acces-
sibility & data continuity [9].

6) LB Scalability: Accessibility & on-demand scalabil-
ity cloud services allow people to access resources for
rapid downscaling or scale-up at any time. A strong
load balance should consider rapidly changing require-
ments in computational conditions, memory, device
topology, etc. [9].

7) Complexity of Algorithm: CC algorithms should be
quick& simple to achieve. The aim of a robust algorithm
is to reduce cloud system efficiency & quality [9].

8) Automated Service Provisioning: The key aspect asso-
ciated with cloud computing is flexibility; resources can
be automatically delegated or distributed. How then do
we use or discharge the cloud’s services, only maintain-
ing the same productivity as conventional systems and
using the best resource [102].

9) Energy Management: The benefits of energy manage-
ment, which advocates cloud use, are the economies
of scale. Power saving is the most important thing that
allows for a global economy where limited companies
are going to help the pool of worldwide capital, rather
than each providing its private services [102].

B. PARAMETERS OF LB
The parameters concerning cloud LB in a much more prac-
tical sense will not only enhance output processing by LB
the process but also make the theoretical basis for studying
efficient algorithms to boost LB efficiency on CC [103].
LB refers to the efficient methods used for cloud workload

allocation between VMs. Within a cloud network, the versa-
tility of the VMs depends on the degree of load distributed
across existing resources. A decent scheduler allows for a
reliable method of load control. Parameters of CC, namely,
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FIGURE 6. Taxonomy of LB parameters [10].

are important. The performance measurements recognized in
the LB methods are divided into two major quantitative &
qualitative parameter classifications. In fact, the parameters
can also be either receptive or autonomous. The taxonomy of
LB metrics is shown in Figure 6 [10].

In addition to the current load balance parameters, there
are a few performance parameters added in this work. Fur-
thermore, if novel parameters are identified in the future,
they may be put according to their characteristics in the
categorization. Taxonomy classifies the cloud LB parameters
into four distinct groups [10]:

1) LB performance parameter with qualitative attributes &
dependent nature [10].

2) LB performance parameters with qualitative attributes&
independent nature [10].

3) LB performance parameters with quantitative
attributes & dependent nature [10].

4) LB performance parameters with quantitative
attributes & independent nature [10].

The foregoing parameters are combined behind a common
category called service quality metrics (QoS) [10].

1) LB performance parameter with qualitative attributes &
dependent nature.
The following parameters are used in the LB
method [10]:

(a) Overhead: The overhead associated with any LB
algorithm supports the extra cost of integrating
the algorithm [64].

2) LB performance parameters with qualitative attributes&
independent nature.
This kind of LB metrics is dealt with as follows [10]:

(b) Scalability: Within the complex flow of traf-
fic, a device can execute consumer operations.
Respectively, the LB algorithm ought to be able
to increase resources in peak periods, & down-
scale in off-peak times [10]. This indicates the
survival rate for a functioning program, whether
the amount or volume of the job or workload is
raised [76]. The numbers of a node in a process
have no impact on the algorithm’s fault tolerance
power [95].

(b) Fault Tolerance: The capability of a system to
operate consistently during any moment of sys-
tem failure which ultimately results in improved
robustness & availability. A fault-tolerant LB
algorithm would guarantee minimum network
loss due to network overload or other [10]. This
shows the ability of the algorithm to manage the
fault situations and its strength of recovering from
failures [94].

3) LB performance parameters with quantitative
attributes & dependent nature.
The results parameter which can be measured and which
depending on certain variables in each form or another
is described as follows [10]:

(a) Throughput: The parameter calculates the num-
ber of activities executed in a unit of time while
doing LB. This defines the level at which comput-
ing job is performed using a LB algorithm. The
objective of the LB algorithm is to gain greater
performance [10]. Tasks that have accomplished
their fulfillment inside a specified period [72] and
maximum no. of the dead (or served) function
each unit of time [93].

(b) Migration Time: The period of transfer is the
time needed to transfer operations through imbal-
anced devices. This could also be the time
required to move the overloaded VMs via one
Physical Machine (PM) to the next physical
machine, like in the virtual machine transfer
LB [10].

(c) Resource Utilization Factor: It reflects a portion
of the services accessible for the total resources
accessible. This determines to what degree a
VM uses the tools. If a VM gets overwhelmed,
the tasks consume much of the energy, but this is
an unwanted phenomenon because the tasks can-
not be done quickly. Greater resource use means
greater resource usage which suggests depleted
resources which in turn means few free services.
Therefore an effective LB algorithm makes the
best the most of the resources [10].

(d) Power Saving: The metric defines the level of
power & strength that the VM consumes after the
process of LB is carried out. An effective algo-
rithm for LB decreases power & energy usage in
a virtual machine [10].

4) LB performance parameters with quantitative
attributes & independent nature.
Some types of parameters mentioned below are: [10]

(a) Response Time: This is the overall period a
device requires to react to a user request &
is mathematically equal to the total of time
in service & stack wait time while avoiding
the transmitting time maintaining the reliability
attribute [10]. It is counted by deducting a task’s
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TABLE 4. The summary of LB challenges in.

TABLE 5. The summary of LB parameters.

finish time from the starting time of a task’s
delivery [77].

(b) Performance: It is the average duration that a
computer needs to respond to a client order & is
quantitatively equal to the sum waiting time in

operation & stacked thus escaping transmission
time thus retaining the efficient LB algorithm for
the efficiency parameter increases system consis-
tency. Good precision ensures a better quality of
the service through SLA defense [10].
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TABLE 6. The summary of LB approaches.

TABLE 7. The summary of LB policies.

C. LB APPROACHES
LB strategies are classified mainly according to the state of
the operation’s system & start. These are classified as the
initiated sender, receiver-initiated, and symmetric based on
the initiation of the procedure as described [9].

(a) Sender Initiated: In this method, when a node is
overloaded, it looks for more nodes that are gently
loaded to share a lot of work. Upon congestion of
nodes, the sender initiates the process of locating the
nodes under load [9].

(b) Receiver Initiated: In this strategy look for over-
loaded nodes to share a lot of work, the receiver, or
lightly loaded nodes [9].

(c) Symmetric: Dual methods initiated by the sender and
process techniques initiated by the recipient are fused
into this procedure [9].

The techniques for load-balancing may be divided into the
respective subcategories, depending on the system level [9]:
1) Static: Static LB strategies follow a static collection of

rules which don’t rely on the network’s current state.
This strategy is not scalable and involves specific knowl-
edge of resources, such as contact time, storage and stor-
age space of nodes, processing capacities of nodes, etc.
This technique is quick and efficient, but typically the
connected servers cannot be found, this leads to incon-
sistent resource distribution. The biggest problem with
this kind of approach is that the actual state of the system
is given little consideration to decision making. There-
fore the constantly changing state is unacceptable for
distributed systems. Static strategies only operate very
well when the load variance in the nodes is lower [9].
This method’s operating period is considerably less than
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that of the dynamic load balancing system, or the actual
work time provided by the algorithm [78]. In this algo-
rithm, the main problem is the order constraint. Fully
suited to the question for a short total time [97]. The
strategies for static load-balancing are set out as [9]:

(a) Optimal: The DCN gathers resource information in
structured techniques and sends tasks to the LB, which
performs maximum allocation in a limited amount of
time [9].

(b) Sub Optimal: If the correct decision cannot be decided
by an LB, instead a sub-optimal solution will be decided.
Min-Min, Max-Min, Round Robin, Shortest Job First,
Two-phase Opportunistic LB (OLB), and Central LB are
just some static strategies for VMs [9].

2) Dynamic: These approaches take the current state of
the system into account, and then make decisions. The
key benefit of all these strategies is that they allow
the tasks to transfer from an overloaded machine to an
under loaded one [9]. Dynamic load balancing resulting
in tolerance to faults, higher scalability, and low over-
head may be used to increase CC efficiency [81]. This
was used by the dynamic load balancing approach to
handling unpredictable processor loads [86]. Dynamic
LB strategies are versatile which leads to improved
performance. During processing, this strategy takes the
steps below. It monitors the loading of the node on
a regular basis. This interchange load information and
state within nodes at a given time interval to calculate
node workload & redistribute workload within nodes.
Classify the more complex methods for load balancing
as follows [9]:

(a) Distributed Dynamic LB: Syeda Gauhar
Fatima et al [11] in the distributed algorithm apply the
dynamic LB algorithm and assign the schedule function
to all nodes in the network. The node relationship could
adopt dual types for LB attainment: cooperative &
non-cooperative.

(b) Non-Distributed Dynamic LB: The nodes function
independently in the undistributed or non-distributed,
providing a common purpose. Undistributed algorithms
of dynamic LB are further broken down into two: semi-
distributed and centralized [11].

(c) Semi-Distributed Dynamic LB: The system nodes are
separations into clusters for semi-distributed dynamic
LB, where each cluster has the LB of centralized type.
The right election strategy selects a centralized node
inside each cluster that will take care of LB within
that cluster. Thus the LB of all systems occurs via the
primary nodes of each cluster [11].

(d) Centralized Strategy: The load balancer suggested by
Rajgopal KT et al [13] will be put on one main worksta-
tion node in a clustered strategy. Some main character-
istics of a unified approach include:

1) The main node can contain a collection of the tasks to
perform [13].

2) The activities are then forwarded to the operating
node [13].

3) Upon completion of the cycle, a query for the next
assignment is sent to master node [13].

D. POLICIES OF LB
Dynamic LB methods employ a policy to keep records
of data changes. Many policies regulate the dynamic load
balancers [11].

Each of these complex LB policies has had some partner-
ship where the policy of change initially manages the tasks
that join a system. After reading a checklist, it determines
whether to transfer the tasks to a remote node or not. Location
policy must specify an idle or under loaded destination node
for the activities that involve a transfer. If a remote node is not
yet available for execution, the job will then be put in a queue
for local processing. Both the transfer policy and the location
policy gather the information needed from the information
policy before making the decision [9].

V. MACHINE LEARNING FOR LB
This research paper presents different ML scheduling algo-
rithms like Simulated Annealing, Tabu Search, Particle
Swarm Optimization, Fish Swarm, Optimization Algorithm,
Cat Swarm Optimization Algorithm & Cuckoo Search
Algorithm [36].
1) Simulated Annealing: Simulated annealing is moti-

vated by annealing in solids where annealing in solids
like metal or glass implies heating and allowing it to
cool little by little, to erase and tighten internal stresses.
Normally this method locked with local limits, unde-
sirable allotments are trained and the algorithm also
depends on the availability of requests and the bin
volume. With high temperatures, the method works
well [36].

2) Tabu Search:The tabu search algorithm is a global opti-
mization method aimed at simulating human intellect
and has a greater quality optimization capability. It is
intended to direct other approaches to avoid the regional
optimality trap and has been applied for solving resource
allocation and other issues with optimizing [36].

3) Partical Swarm Optimization: Is highly sophisticated
bionic heuristic, smart optimization algorithms that copy
the swarm-based behavior of animals. The PSO algo-
rithm is not efficient in solving differential restriction
issues. The merits of simultaneous allocation, exten-
sibility, simple to recognize, powerful resiliency, with
excellent characteristics in dynamic environments, PSO
efficiently overcomes numerous issues related to pairing
optimization [36].

4) Fish Swarm Optimization: Is influenced by
population-based meta-heuristic smart optimization
algorithm combinational issues from fish swarm behav-
iors to solving. This method adheres to the behavior of
groups of fish swarm intelligence where the community
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finds a global level for the food to reach the upper
concentrated areas [36].

5) Cat Swarm Optimization: A smart heuristic schedul-
ing algorithm depending on cats’ social behavior cor-
responds to the swarm intelligence family is cat swarm
optimization. The result found improves the total
amount of energy consumed. It also offers an opti-
mized resource scheduling function which minimizes
the scheduling costs. By decreasing the size of instances
it is an enhancement over PSO [36].

6) Cuckoo Search: The cuckoo search technique is a
meta-heuristic algorithm that models naturally occur-
ring cuckoo genus behavior. This method provides the
best remedy and efficiently balances regional and global
investigation with the assistance of variable swapping.
The values achieved are higher than the optimization of
particle swarm [36].

VI. STUDY OF PRESENT LB METHOD
Proposed solutions for the CCLB are available in various
types [11]. LB approaches are geographical distribution, gen-
eral LB, natural phenomena-based LB&Network-aware task
scheduling LB. Table 11 displays the synthesis of widely used
LB methods for the study. Based on the study of LB’s current
methods, these were described as [12]:

(a) Geographical distribution based LB [11]
(b) General LB [9]
(c) Natural Phenomena-based LB [9]
(d) Network-aware task scheduling LB [9]

A. GEOGRAPHICAL DISTRIBUTION BASED LB
For the mutual production with any actual-time CC system,
the proposed geographical distribution of nodes is significant,
particularly for large-scale apps such as Twitter, Facebook,
and so on. A very well-distributed network of cloud comput-
ing nodes assists in managing fault tolerance and enhancing
application performance. Geographic LB (GLB) could be
defined as a set of decisions on the digital deployment and/or
relocation of VMs or computing activities to geographically
dispersed data centers in order to reach SLAs or system dead-
lines for virtual machines/activities and to reduce operating
costs for cloud systems [11].

B. GENERAL LB
In this category, the review was reviewed and overviewed in
the field of general LB strategies. Although there are numer-
ous algorithms in this group, for example, techniques such
as Round Robin, Randomized Algorithm, Threshold Algo-
rithm, OLB, OLB + LBMM, Min-Min, Max-Min, Equally
Spread Current ExecutionAlgorithm, Central LB Strategy for
VMs, Throttled LB, Stochastic Hill Climbing, and Join Idle
Queue [22] pros & cons are listed in Table 8.

1) Round Robin (RR): Kamlesh Lakhwaniin et al [14]
suggested RR Algorithm Procedures are similarly
selected in a particular order, Procedures are provided

with a time slice during which their services are per-
formed. Despite this, some of the assets may also be
overused and some of the assets are typically idle only.
HRIDYA E [15] is the static LB metric that makes
the RR plot use to characterize job positions. This
will carelessly pick the central hub, and then assign
workplaces in a round-robin style to every other node.
Nguyen Xuan Phi et al [80] is good for data centers
because all Virtual Machines have the same processing
power. D. Chitra Devi and V. Rhymend Uthariaraj [91]
The RR strategy does not take asset capacities, impor-
tance, and task duration into account.

2) Randomized Algorithm: Rajgopal KT et al [13]
The Selection of nodes suggested in this approach is
done systematically without further knowledge of the
node’s present or previous load. It is suitable for sit-
uations where, because it is static, the system bears
an equivalent load on each node. EYOB SAMUEL
TEFERA [43] Randomized LB algorithms & with addi-
tional computational strategy, the investigator achieves
minimal response time and strong resource utilization,
respectively.

3) Threshold Algorithm: In this approach, the load will
be allocated immediately once a single node is cre-
ated. The selection of nodes is performed directly, with-
out any central code being transmitted. Each node has
unique replica of the load. Load characterization is
categorized into under-load, medium-load & overload.
Prassanna [42] The BS relates the number of HTTP
requests to the threshold value when a query arrives
at the cloud server. If the present rate of user queries
is greater than a threshold value at the time, ’then the
workload status bursts. The workload is not in good
shape.

4) Opportunistic LB (OLB): Prakash et al. [16] suggested
that it is a static LB algorithm so that the contemporary
VM workload is no longer defined. It tries to keep every
node occupied. Prajapati and Sariya [19] OLB is trying
to keep every hub engaged because it doesn’t know
about the current workload for every system. Through a
free download, OLB assigns any order to show a support
center. Singh and Sohal [44] the server manages appli-
cations with a set completion schedule for each task.
The system is designed to meet the needs of the client
for those processes. Afterwards the cloud data centers
uses the opportunistic LB algorithm to balance the load
o various servers.

5) Opportunistic LB + LB Min-Min: Aslam and
Shah [27] suggested Algorithms for Opportunist LB
(OLB) & Min-min LB (LBMM) to increase task
performance. This algorithm can use resources more
effectively, and it increases task capability. Shah
and Patel [45] OLB + LBMM Measurement fol-
lows the approach of the specialists. This comprises
multiple stages in which a challenging administra-
tor, Stage One, typically manages the workloads and
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TABLE 8. General LB methods.

assigns tasks to specific nodes. It also contains a
level two service manager that divides the activi-
ties into the sub-enterprises and relegates them to
the operational nodes in question. It also consists of
administrative nodes for performing the level three
tasks.

6) Min-Min LB: Arul kumar and Bhalaji [17] proposed
that the min-min algorithm is a basic & fast algo-
rithm. In the first level, all the separate activities are
occupied, and their estimated average production period
has been determined. The processes loop until the
entire workload is complete. This provided improved
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productivity & response time, as well as increased
asset utilization substantially, but with high overhead
communication. Gopinath and Vasudevan [32]Min-Min
is a quick and efficient algorithm capable of producing
the best results. At first Min-Min, the optimal activities
resulting in improved scheduling & overall develop-
ments of the make-span are scheduled. Their downside
is first of all allocating simple tasks. Tinier tasks will
then be done first, when the bigger tasks would per-
sist in the holding stage, contributing to weak machine
use. Raushan et al. [46] find the time of baseline ful-
fillment since some errands need some money. Since
Min-Min initially picks the shortest errands, it stacks
more of a rapidly performing asset, leaving behind inert
alternatives.

7) Max-Min LB: Mondal and Ray [18] The suggested
algorithm is almost identical to the min-min algorithm
including as follows: The optimum amount is chosen
after the required fulfillment duration is calculated
for the work. Derakhshan and Bateni [47] CC with
a scheduling algorithm for max-min is recommended.
It is maintenance of the specialized algorithmMax-min.
First, from all existing jobs, it gets an average run
period and then picks the nearest runtime range to
the average number. Often the biggest task is much
too big and it’s creating a machine Inconsistency.
Kaur and Sharma [84], Saranya and Maheswari [99]
Max-Min is closely related to the Min-Min algo-
rithm, where jobs are chosen for the longest
period.

8) Equally Spread Current Execution: Patel and
Chauhan [31] suggested that the existing executing algo-
rithm be shared equally, which prioritizes a job for each
node. This uses the spreading spectrum methodology
in which the load is distributed by perusing throughout
many nodes through load volume. The load balancer
transfers the job to the relevant node & achieves a
higher output if the node is equipped slightly. Kaur and
Mahajan [48] it is also suggested that Distribution obtain
a better outcome in data centers. When adopted, the data
center lead time& response time would boost efficiency.
Dash et al. [73] in this technique, the Heap Balancer
maintains a collection list of VM’s and the number of
requests currently allocated for the Virtual machines.
Initially, all Virtual machines have 0 allots.

9) Central LB Technique for Virtual Machines: Ahmad
and Khan [20] has suggested a Centralized LB Tech-
nique for VMs (CLBVM) that handles the cloud’s job
slightly this technique increases the system’s overall
performance but it does not check at the structures that
are tolerant to weaknesses.

10) Throttled LB: In this algorithm, Volkova et al. [26]
suggested that the load balancer manages a table of
VM indexes, as well as their location (Accessible
or Busy). The customer/host then tells the data center
to find a suitable VM (VM) for the given mission.

The data center requires a load balancer to handle the
VM. In this algorithm, Shinde [54] the LB manages an
Index table of the VMS and their (accessible or busy)
location. First, the customer/host calls on the data center
to find a suitable VM for the desired job. The data
center needs to query for VM allocation to the load
balancer. Megharaj [92] when executing the customer’s
order, the load balancer returned −1 to the data center
if sufficient virtual machine is not identified. Panwar
and Mallick [98] Hence the user first asks the load bal-
ancer to choose an optimal VM to execute the necessary
activities.

11) Stochastic Hill Climbing: The stochastic climbing pro-
posed by Mesbahi and Rahmani [28] is a variant of
the hill-climbing algorithm which is an incomplete
approach to solving issues. Since the LB algorithm
depicted is distributed and thus solves the bottleneck
issue, consideration has also been taken of the issue
of addressing optimizing for an efficient allocation
of system workload. Prasanthi et al. [55] Stochas-
tic Algorithm is such a loop that moves continuously
upward or backward, i.e. in the path of giant-value.
If there is a greater-interest neighbor it stops.

12) Join Idle Queue: Kanakala et al. [30] this suggested
algorithm facilitates massive scale shared architec-
tures & massively distributed web services. This algo-
rithm is an enhancement suggested for a LB simple
algorithm that operates with the shared dispatchers. The
optimal processor has to inform the dispatcher of their
idleness in the simple algorithm without the knowledge
of task applicationswhich removes the LB function from
the main path. Wang et al. [56] JIQ uses a variety of
shared planners, each with an I-queue that holds a server
idle set. Once a new object arrives on the network it faces
a scheduler at random, asking to enter an idle method in
their I-queue.

C. NATURAL PHENOMENA BASED LB
This section addresses several LB techniques which are influ-
enced by natural phenomena or biological behavior, such as
ant colony algorithm, genetic algorithm, honey bee foraging,
artificial bee colony algorithm, hybrid (Ant colony, a honey
bee with dynamic feedback), ant colony & complex network
LB, osmosis LB algorithm, bee colony optimization algo-
rithm, and LB honey bee foraging. Pros & cons are listed
in Table 9.

1) Ant Colony Optimization: Kathalkar and Deorankar
[21] suggested various ant colony algorithms also imple-
ment LB applications for the search for food. Bigger
weight means the asset has higher computing power.
The LB ant colony optimization not only handles the
load but also reduces makes span. It is believed that
all tasks are computationally intensive & separate from
each other. Greco et al. [50] ACO is typically introduced
as a powerful optimizing approach to tackle the traveling
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TABLE 9. Overview of natural phenomena based LB.

salesman (TSP) challenge. The key component of this
form of algorithm is a coordinated agency colony named
’ants’ that continuously investigates multiple solutions
into an appropriate parameter or topological storage,
spreads knowledge via the disclosure of pheromone
trails (such as natural food-seeking ants) and tries to
determine the best way to link different sites (cities)
after several decades. Greco et al. [50] ACO algorithm,
as well as the heuristic bio-inspired optimization algo-
rithms, have generated rising popularity in the last few
years. Ragmani et al. [75] the ACO algorithm comprises
two main stages: the pheromone trail updating & local
solution building. Ye and Zhang [82] when addressing
the issue of big-scale optimizations and results in weak
algorithm performance, it is simple to get into localized
optimal outcomes.

2) Genetic Algorithm: Ghomi et al. [22] proposed an
algorithm that tries to balance the burden on cloud
resources while trying to reduce the finish time for the
task set in question. It is a stochastic search algorithm
relying on the processes of natural selection & genetics.

A simple GA consisting of triple processes: (1) avail-
ability, (2) genetic and (3) replacement operations.
Farrag et al. [33] GA’s core is the creation of offspring
via mutations & crossover methods, with the assumption
that either binary coding, tree coding or numerical cod-
ing depends on the type of the chromosome. Yin et al.
[51] Genetic algorithm is the natural calculation model
of choice in simulating Darwin’s theory of biological
evolution & biological method of genetic operations.
Mukatia and Upadhyaya [71] the genetic algorithm
reduced the period, besides raising the error rate and the
magnitude of process apps. Bei and Jun [89] Genetic
algorithm is a large stochastic search and optimization
system motivated by Darwin’s theory of evolution.

3) Honey Bee Foraging: Dave et al. [24] suggested an
Algorithm focused on bee colony optimization is pro-
posed by imitating the behavior of honey bees, which
optimizes the volume of nectar (throughput) to reach the
maximum production. Gondhi and Gupta [36] Honey
bees believe that they have multiple roles inside their
colony over time. Active foraging bees go to a source of
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food, search neighborhood resources, and gather food &
back to the hive. Scout bees are studying the world
around the hive, finding plentiful new food resources.
At a certain given moment, a few of the foraging bees
become inactive. This technique is the foraging activity
that can be used in the planning of activities.

4) Artificial Bee Colony: Thanka et al. [34] suggested a
Metaheuristic swarm intelligence algorithm is the Arti-
ficial Bee Colony algorithm that mimics honey bees’
rummaging ways. It comprises of triple key elements:
bee for staff, bee for onlookers of scouts and bee. The
worker bees collect the specifics of the nectar in the
dancing zone existing in the hive. Upon exchanging this
knowledge again in the hive the worker bees revert to
the memorized food source of the preceding process.
Uma and Bala Saraswathy [74] ABC as an optimizing
method offers a population-based searching technique
under which entities named food locations are time-
consuming changed by artificial bees and the bee’s goal
is to identify locations of large-nectar sources of food
and ultimately the largest nectar. Tripathi et al [79] the
area of dance is the essential proposal of hive according
to the exchange of information and skills.

5) Hybrid (Ant Colony, Honey Bee with Dynamic Feed-
back): Ashouraei et al. [35] suggested a LB method for
efficient use of CC services. The established ACHBDF
process uses a hybrid technique of both dynamic
scheduling methods, together with a dynamic time stage
response process. Ineffective planning of the suggested
ACHBDF uses ant colony process efficiency & honey
bee process. For each phenomenon the response method
used system load inspects in a dynamic response table
to help transfer tasks more efficiently in less time.
An experimental study contrasting the existing ant
colony optimization, the honey bee method & showed
ACHBDF’s excellence.

6) Ant Colony & Complex Network LB: Alam and
Khan [37] suggested the ACCLB algorithm to explore
the shortest route between a food sources& nest. First
compile all cloud server specifications in the ACCLB
algorithm, to delegate activities to the correct node.
If the mission is initiated from the ‘‘head processor,’’ the
onward motion initiates the ant & phenomenon in the
pathway. Certify whether or not this is an overloaded
processor as the ant shifts from an overloaded proces-
sor appearing for the arriving processor in the path of
onward. Ultimately, if the ant discovers that it is already
heading into the other path for an overloaded processor
under packed processor it begins running back to the
previous one under the loaded processor it had identified
before.

7) Osmosis LBAlgorithm:Mallikarjuna and Krishna [38]
suggested the Osmosis LBModel (OLB) reassigns tasks
to a series of VMS, with the ultimate goal of adjusting
the load. The system of LB is completely decentral-
ized & is supported by the ant-like agents that data

centers conduct on a Chord overlay. Each data cen-
ter interacts with a list & can execute one and more
tasks simultaneously with different characteristics of the
implementation.

8) Bee Colony Optimization Algorithm: Mallikarjuna
and Krishna [39] suggested an optimization method
inspired by the choice-making process for LB using an
artificial bee colony algorithm. Until we go into a thor-
ough process of LB system, let us note the bee in general.
Bee colony optimization brings the deciding cycle by
looking for the best food options across different oppor-
tunities. The choice-making process is dependent on the
swarm.

9) LB Honey Bee Foraging: Mallikarjuna and
Krishna [40] the suggested HBF is defined by honey
bees in their search for food. There is a colony of bees
foraging the supply of food. The bees create one signa-
ture dance structure called the waggle dance when there
is food supply. They returned to the hive by practicing
waggle dance to announce the food. It provides a sense
of the duration of the dance concerning the existing
amount of beehive food & distance.

D. NETWORK AWARE TASK SCHEDULING BASED LB
In this section, [22] the literature on network-aware task
scheduling and LB techniques were reviewed and discussed
here are some of the pros and cons set out in table 10.
1) Shortest Job Scheduling LB Algorithm:

Gayatri Pasare et al [49] Scheduling Shortest Job First
(SJF) is a priority schedule that is non-preemptive.
Non-Preemptive means that, instead, the device cannot
obtain the other processor until the operating cycle is
complete due to the processor in real-time. Shortest
function first is a complex LB algorithm that performs
the job on the basis of preference. It determines prefer-
ences by deciding phase size.

2) Task Scheduling Strategy Based on LB: Atyaf
Dhari & Khaldun I. Arif [23] proposed a work schedul-
ing strategy based on a full allocation of resources
order to enhance the Min-Min algorithm. Diminishing
average execution duration to maximize resource usage.
Mahfooz Alam & Zaki Ahmad Khan [37] LBVM has
been started Usage of a genetic algorithm and this
algorithm to improve the Min-Min algorithm based
on a full resource allocation request. Succeeds great
LB & decreases the migration of the dynamic VM
resources. It uses recent state & historically device
data needed for the smallest amount of VM assets &
picks the successful solution. Despite the growth of CC,
Yuanzheng Xue et al [52] continue to use a cloud service
with more and more companies & individuals. The users
must give SaaS providers a huge number of service
requests.

3) Active Clustering: AR. Arunarani et al [25] proposed
a heuristic, dynamic scheduling strategy for concurrent
real-time jobs, implemented via a heterogeneous cluster.
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TABLE 10. Description of network recognition scheduling methods for LB.

A parallel, real-time job focused on directed acyclic
graphs disembarks into a heterogeneous cluster, follow-
ing a Poisson loop. When all the tasks are under their
respective deadlines a work is said to be feasible. The
scheduling algorithm brings stability steps into accounts
and thereby increases the efficiency of heterogeneous
clusters at no additional cost to the equipment. Wenzhun
Huang et al [53] the independent cluster & analytical
hierarchical (AHP) approach is used in tandem with
hadoop to measure data to be used to have fault toler-
ance, reduce the time of processing & communications
failures.

4) Biased Random Sampling: Sukrati Jain &
Ashendra K. Saxena [29] the proposed comes under
the dynamic LB algorithm. Therefore align the complex
charge across several nodes. Analysis of the device is
improved with an incredible & connected population
of properties. Thus performance in a better volume is
superbly optimized by using an enhanced device asset.
Using this algorithm LB can be distributed effectively
via computer nodes. Servers act as nodes at this level.
In this process, a graph is created which represents the
load of work on the nodes.

VII. FAULT TOLERANCE
FT in LB is one of the major challenges in cloud computing,
which involves spreading workload uniformly to all nodes,
detecting the fault and removing fault from the network, and
sharing the workload to all nodes in order to maximize cloud
network performance [68]. FT is a system’s ability to perform
its task accurately even though inner defects are present [107].
FT is one of the most key parameters because resource fail-
ure affects device efficiency, job performance, throughput,
response time, and output. Thus, a policy of FT is needed
to prevent failures, resolve these failures and thus improve
performance metrics [60]. This research paper is the first to
combine methods of FT into those three groups. There has
been an increasing demand for smart systems that can learn
and adjust their FT appropriately through a relationship with

the environment. Upcoming guidance on cloud FT moves
towards smart and resilient methods [68].

The taxonomic classification groups are FT strategies
into three types, i.e. reactive methods, proactive methods &
resilient methods [68].

A. REACTIVE METHODS
Reactive approaches are used to minimize the impact of
errors after they have appeared [68]. The system state is
stored and used consistently while restoration is undergoing
operation [69].
1) Checkpointing/Restarting: The approach works by

consistently storing system status, begin the task from
the most current state in case of failure [68]. It’s an
approach that’s effective for giant apps [95].

2) Replication: To render operation efficient, multiple task
replicas are run on multiple resources before the entire
repeated process is not crashed. Replication is imple-
mented using HAProxy, Hadoop & AmazonEc2 [95].

3) Retry: The retry approach works by easily retriev-
ing a rejected query several times over the same
asset [68]

4) Custom Exception Handling: Includes methods where
programmers inject code into the app so that during
debugging they can handle different errors [68].

5) Rescue workflow: It allows the machine to continue
working after any job fails until it can operate without
remedying the fault [95].

B. PROACTIVE METHOD
The process is continually monitored, and fault forecasts are
performed to mitigate the impact of faults long before they
appear [68].
1) Software Rejuvenation: The system is scheduled for

regular restarts & with a fresh state each time the pro-
gram begins [95].

2) Self-Healing: The self-healing method is the capability
of a device that enables it to identify, locate, and fix
hardware and software defects efficiently [68].
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TABLE 11. Commonly used LB methods.
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TABLE 11. (Continued.) Commonly used LB methods.

3) Preemptive Migration: An app is continuously moni-
tored and examined in this technique. Preemptive migra-
tion of a function relies on the control system for
feed-back-loops [95].

4) Prediction: lies at the heart of the techniques for proac-
tive FT. Faults are forecast in advance to allow the cloud
system to take preventive measures to prevent or mini-
mize the level of the failure [68].
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5) Monitoring (Feedback Loop): Monitoring is gener-
ally used to complement other construction techniques.
On an ongoing app, it is used to evaluate a set of status
variables [68].

C. RESILIENT METHODS
Resilient methods allow a process to operate fulfilling client
needs in the presence of malicious and to rapidly improve
within a reasonable period [68].

1) Machine Learning Approaches:ML carries with it the
smart way to FT. Through communicating via their sur-
roundings, cloud systems are encouraged to learn, and
their error solving techniques are adjusted consistently.
Reinforcement Learning seems to be the most com-
monly used methodology in the FT environment. ML,
in particular reinforcement learning, was used to incor-
porate or enhance a platform’s FT capabilities. Such
concepts can easily be added to cloud environments for
apps [68].
RL seems is the most common useful approach used in
the FT discipline. ML, in particular reinforcement learn-
ing, was used to incorporate or enhance a platform’s FT
capabilities. Such suggestions can easily be extended
into cloud domains for apps [68].

2) Fault Induction: Explains the concept of antifragility &
application of strategies of malfunction enhancement
to FT at major companies like Google and Amazon.
This was accomplished using a program called
GameDay [68].
GameDay is software designed to improve durability
by intentionally and at a particular time subjecting sig-
nificant failures to systems to detect vulnerabilities and
inter-system dependency. A GameDay practice imitates
a real catastrophe, and the candidates will incorporate
workers at different stages of a corporation. A GameDay
experiment is only defined as effective if when the task is
replicated all works perfectly. Part of the method’s result
is to allow organizations to learn from errors [68].

Difference between the proposed approach and the existing
work using machine learning: Strategies of FT into three
major categories: 1) reactive methods 2) proactive methods &
3) resilient methods. The reactive and proactive approaches
are based mainly on traditional methods of FT, like repli-
cation, checkpointing, retry, monitoring, and preemptive
migration [68].

The proposed solution focus to minimize the likelihood of
fault existence in the system by making user job demands
spread equally across existing resources [107].

For eg, several DCs that use the virtualization technology
depend on Preemptive migration to handle defects triggered
by server failures. There are constraints to those conventional
ways. Initially, as described by their development, they are
based on fixed reasoning and manage defects in a particular
order. As a result, the ability to handle new faults that may
arise in the future is lacking. Secondly, such implementations

FIGURE 7. Percentage of LB parameters in the techniques analyzed.

FIGURE 8. Proposed efficient FT technique for LB.

recognize only the inherent characteristics of the product
when deciding on managing defects [68].

Thus, there is a need to build systems that can respond and
adapt to the conditions in which they work via their connec-
tions. These systems may include the use of ML techniques
as part of their remedy for FT. In this research paper, ML had
been used to create solutions for FT. ML was, nevertheless,
mostly used as a sub-component of the overall FT remedy.
Some remedies have largely utilized ML to predict using a
set of specified variables. ML has been used in many apps
when handling hardware faults. In essence, such systems are
adjusted and not dynamic enough to manage future defects
and unidentified ones [68].

There is a need to further enhance the application of ML
to FT by describing a reusable structure that can be used for
managing defects in cloud environments. As a direct result
of this, these agents will be permitted to make interconnect
decisions which will also allow them to make ideal use of
energy [68].

VIII. DISCUSSION
Table 6 provides a description of common methods for load
balancing. A detailed comparison of those methods is given
in Table 12 and Figure 7 shows the percentage of LB parame-
ters in the techniques analyzed. Table 13 shows the proposed
work questions focused on FT and Figure 8 proposed efficient
FT technique. Table 14 shows the future of LB in cloud
domain.
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TABLE 12. Comparison of various LB methods, based on specific parameters.

In CC, the toughest challenge is LB. Depending on this,
the various traditional LB algorithms are not working effi-
ciently & do not perform with Fully Performance indicators.
A big problem is the Fault Tolerance (FT) performancemetric
in LB algorithms. The new solution needs to be changed to
focus on the LB algorithm.

IX. PROPOSED WORK
FT is a major problem across CC & is one of the most
critical metrics considered because resource failure affects
machine & network job execution, performance, response
time & quality [60].

FT LB is one of the largest challenges in CC,
which includes distributing workload uniformly across all
nodes, identifying faults & eliminating network faults &

spreading workload to all nodes to improve cloud network
efficiency [60].

Due to FT LB, a LB algorithm ought to have the FT capa-
bility, which significantly reduces the job make-span, pro-
duces efficient network & node utilization, and also achieves
an III-balanced load& high system efficiency during resource
loss [60].

Fault tolerance is the potential of the system to be able
to proceed with its function even though a fault occurs.
Tolerance in cloud faults can be accomplished by effectively
managing the load received [62].

The platform’s standard of fault tolerance is maintained
by spreading the platform’s Virtual machines on differ-
ent physical hosts. The fault-tolerance stage can be repre-
sented as: if services i could usually function when ki hosts
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TABLE 13. Proposed work questions.

TABLE 14. Overcome the limitations of current algorithm.

breakdown, the fault-tolerant level of protection i is specified
as ki [87].

For cloud computing systems, the last way to build fault
tolerance is to establish this flexibility based on a variety of
policies [88].

These initiatives are split into dual proactive and reactive
groups [88].

This paper proposes an efficient fault tolerance LB tech-
nique that ensures fault tolerance will properly providing
multiple objectives:

(a) Performance of the system
(b) Reduces job make span
(c) Deliver effective network
(d) Node usage
(e) Fulfill III balance load
(f) Strong versatility in system
(g) Job execution
(h) Throughput,
(i) Response Time
Why Use a Machine Learning Approach to Perform Load

Balancing Tasks: The use of ML methods (like supervised,
unsupervised & reinforcement learning) to handle cloud.

The future path of cloud FT moves towards smart resilient
methods. ML has already been implemented in a range of
FT research papers to intelligence & resilience in differ-
ent ways. ML brings with it the intelligent manner of
doing FT [68].

RL is the most prevalent methodology in the FT field.
ML, in particular RL, was used to incorporate or enhanced
a service’s fault-tolerance capacity. Such ideologies could be
easily adapted to cloud environments for the system. By inter-
acting with its environment, cloud systems are enabled to
discover, and their fault managing techniques are adapted
accordingly. There are limits to resilient techniques. Initially,
as described by their implementation, they are known as fixed
logic and manage faults in a particular manner. Consequently,
their total absence able to manage new faults that could occur
in the future. Second, these implementations only take into
account the underlying system characteristics when making
decisions about the managing of faults. External or internal
characteristics that may impact overall performance (like
temp, power, and weather) are considered very restricted.
Since the future of computing is going towards the cloud,
systems are exposed to failures that are not treated using
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conventional methods of FT. These systems will require the
application of machine learning techniques as part of their
solution to FT [68].

This technique combines resilient methods/adaptive meth-
ods such as machine learning and artificial intelligence have
played an active role in the RSM domain. More recently,
researchers have gained much more extra attention from
RSMs. In cloud systems, RSMs tend to be the potential
path of fault tolerance. By current definition, a system’s
resilience is the indicator of how easily and the system can
recover quickly and continue to function properly after a
system outage or failure has occurred. The loss could be due
to malfunction, power failure or destruction of the devices.
Typically, RSMs provide strategies that interact with the
ability to respond to clients through malfunction, device
status tracking, and learning ability and adjust from defects
and predictions. For RSMs the system’s training and adap-
tation are dependent on either Machine Learning (ML) or
Artificial Intelligence (AI) [68].

The capacity of RSMs to assure a customer reaction is
directly relevant to system consistency that forms part of Ser-
vice quality (QOS). Today, many cloud faults management
research activities are focused on enhancing cloud platform
efficiency. Most cloud reliability work focuses on enhance-
ments and optimization of checkpoints, space utilization and
virtual machine (VM) relocation [68].

Figure 8 illustrates the whole cycle of how the pro-
posed fault tolerance system works. The Efficient fault tol-
erance technique collects ceilometer data & present device
node status in the pool of resources. To reduce the future
anomalous behavior the effective fault tolerance technique
chooses how to change the primary concern and weight
valuation of each node in the pool of resources. The
parameters allocate works posted due to the importance
of each resource load. The failure detector unit recog-
nizes irregularities and fault occurrences in the network
during the life cycle of the system & gives signals to the
defective node for retrieval mechanism. Remember that,
in Figure 8, each component has its collection of functional
aspects [107].

Our anomalies detector aims to avoid or identify anoma-
lies proactively Misfits: (i) identify malicious unacceptable
deterioration of the results (as a concrete anomaly) that could
fail, (ii) recognize the signs and root issues of anomalous
output loss to take appropriate remedial steps, utilizing Fuzzy
work-sharing here, (iii) Handle the communications and con-
nections between signs that are outward manifestations of
anomalous behavior, the real issues that underlie the loss of
results & Use a backup system to fine-tune future identifica-
tion deficiencies and learning from authenticated outcomes
to enhance effective identification of deficiencies and to keep
improving implementation and implementation mechanisms
through weight and primary concern modification. The fol-
lowing activities are taken, associated with the system of the
observing, inspection, organize, and implementation control
loop [107].

• Observing: This phase uses a ceilometer to gather infor-
mation from the technique, design this information to
provide a series demonstration that could be used to
identify the obscured behavior in the information [107].

• Inspection: The major elements of that stage are
to define the dependency and the relation between
defects, to determine the type of failure (failure strength
degree of dispersal of an anomaly within the con-
trolled resource), and to differentiate between defect
(true diagnosis of an anomaly) and disturbance (false
diagnosis) [107].

• Organize & Implementation: This phase is related to
the efficient fault tolerance technique Virtual machine
for reassigning an ideal weight to the damaged elements
to be capable of storing the verified routes by their
correct weight [107].

The efficient fault tolerance LB technique will has various
properties as follows:

(a) Systems must have been able to adapt to their environ-
ment without compromising their functionality. This is
called adaptability [69].

(b) Any system must be in place to maintain the number
of tasks performed each unit time. This is dealt with as
the Throughput. That provides no tasks successfully
performed before the fault occurs [69].

(c) The number of extra resources the machine requires
to compensate from the fault. We’re approaching it as
being scalable. It has to be on the smallest list [69].

(d) To see such a system that requires lesser time to answer
to customer requests is on a plus side. Discussing this
portion as response time. This will preferably be on
its lowest value [69].

(e) The number of resources that the user requires to
accomplish a given task will be at its lowest rate.
We treat this as usability [69].

(f) Another significant consideration is the no. of times
a tool is open to users at the time. It is dealt with as
the availability. This will preferably be on its higher
importance [69].

(g) The use of extra resources required by the process
of fault tolerance to retrieve the device from fault is
addressed as associated overheads. Preferably it will
be at its peak while the process of fault tolerance is in
action [69].

X. FUTURE DIRECTIONS
Effective use of energy and computational resources has
become a matter of serious concern due to the exponential
growth in demands for cloud services. LB helps to boost
resource efficiency, quality, and energy savings by optimal
way spreading the burden in the datacenter between various
computing machines. It is observed that the surveyed algo-
rithms typically work to improve QoS, resource utilization,
and energy protection. Current LB algorithms have different
limitations, such as resource, energy wastage, insufficient
frequency control, and static barriers. Therefore there is a
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lot of scope for betterment. To optimize resource efficiency,
energy conservation, and output, more efficient and adaptive
LB algorithms should be built to provide customers with
quality services at the lowest cost [63]. Adaptive LB will
allow traffic control between fast activities, efficient use of
resources, and would likely involve a compounding of the
centralized and distributed controlmechanism. Saving energy
is an important factor in providing economic growth where
increased resource usage results from reduced resource col-
lection. New methods that require load balancing based on
energy consumption, carbon emissions, and support costs
are therefore highly promising [67]. As a potential course,
several meta-heuristics are encouraged to be tested under
practical systems, such as methods rely on ACO or PSO
that illustrates the possibilities to apply them in the real
cloud [106]. The following work may be achieved in the
future to overcome the limitations of current algorithms.

XI. CONCLUSION
This article is focused on cloud computing problems and its
major challenges. Cloud computing is state-of-the-art com-
puter technologywhich delivers customer support at all times.
LB is one of the biggest problems with CC, as overloading
a device will lead to terrible results that could create tech-
nology obsolete. So there is always a need for an effective
LB algorithm for efficient use of resources. The main goal of
LB is to meet user needs by distributing the workload across
multiple network nodes & maximizing resource usage &
growing device efficiency. Consequently, effective load man-
agement is critical for system efficiency, resource usage,
reliability, throughput optimization and response time min-
imization. This research described the numerous algorithms
for LB & their static load balancing algorithm, dynamic load
balancing algorithm & dynamic nature inspired load balanc-
ing algorithm types. In the future, the need to build fully
autonomous new dynamic LB algorithms will allow better
use of resources, minimum make-span, and an improved
degree of mismatch, effective task migrations, and minimum
time span. CC itself is a technology that can last for years.
It’s one of the main innovations and we can use it to perform
a critical part of the company. The above-mentioned innova-
tions will make CC in the long term completely better.
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